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KXEN

® KXEN is an editor of a data mining software

- The KXEN Analytic Framework™
is a suite of predictive and

To & From External Applications

DCOM API | Corba API
descriptive modeling engines s = 7
L ala Sources
that create robust analytic Nl
models fast and easily S 3 R S
& z Smart
- KXEN's products are based i i5 Segmenter
N -, S g Sequence 28 {
upon Vladimir Vapnik's Databasts [ s - Time
. . . g Saries
Statistical Learning Theory ondor 55 - ks
(Structural Risk Minimization) [ Codar

Excel

Data Manipulation

® Qur vision

- KXEN wants to make predictive analytics part of everyday
corporate business decisions

®  Qur mission

- Our mission is to embed advanced analytics into existing enterprise
applications and business processes
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Data Mining industrial applications

Data Mining industrial applications are in

® Telecommunications

® Bank & Finance

¢ Retall

® .. and increasingly in « Web » companies

For

® Marketing

® Risk, fraud

® Security

® On-line retail and services, advertising, key-word optimization ...

® In my talk, | will rely upon examples taken from KX  EN customers

in 3 sectors
Telecommunications Banking & Finance Retail
~M¥ THE DATA MINING AUTOMATION COMPANY ™ 3

|
Agenda

® Which world is this ?
® Data Mining in the real world
® Some examples

Y THE DATA MINING AUTOMATION COMPANY ™ 4
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A little bit of history

What has happened ?

Data Analysis: The old days Data Analysis: The new days
(a ,] Size Ellipticity Color (G _
|__ Question __ Question |
(7 [a femna F
\/Qj\/ [ Answ/er 36 Green >-<
/ \ — — 40 / \
L 20 L)
\/ 48 U

months later...

A

100,000,000 rows
T
HH

uJ

__ Answer

HHEE

KDD-2006

Andrew Moore

¥ THE DATA MINING AUTOMATION COMPANY ™ 5

Data
Large in —
The volume of data has exploded Neural Networks _|Statistics
In the 90s - 100,000 Weights 50 parameters
50,000 examples 200 cases
Today
® Web transactions Fayyad, KDD 2007

- AtYahoo!
* Around 16 B events / day
e 425 M visitors / month
¢ 10 Tb data / day
® RFID Jiawei, Adma 2006
- A retailer with 3,000 stores, selling 10,000 items a day per store
¢ 300 million events per day (after redundancy removal)

® Social network Kleinberg, KDD'07
- 4.4-million-node network  of declared friendships on blogging community
LiveJournal
- 240-million-node network of all IM communication over one month on
Microsoft Instant Messenger
® Cellular networks
- Atelecom carrier generates hundreds of millions of CDRs / day
- The network generates technical data : 40 M events / day in a large city

¥ THE DATA MINING AUTOMATION COMPANY ™ 6
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Data

Just how big are big data sets ?
® Depth

- Up to 100 Million lines

- Or Billion ?
® Width

- Thousands of attributes

- Or Million ?

If they're big today, wait for to-morrow

® Size of databases
- X2-3 every 2 years

A |Observation 1
Observation 2
Observation 3

Depth

"t THE DATA MINING AUTOMATION COMPANY ™

h THE DATA MINING AUTOMATION COMPANY ™ 7
Data
Many different @

Mostly
® Sources v unstructured
* Types Data - #."

- Structured 5 ~ emails
- Unstructured )y 9
"+ Text : 11
. Image [T —
° Vlde.o Transport Rekail
¢ Audio ...
Mostly
® olumes structured
- Web dominates !
® Lots more data out there
- X107? X100 ~?
Entire organization [T 2%
Data warehouse 4%
0 Structured Semi-structured Unstructured

Russom, TDWI 2007 8
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Agenda

®  Which world is this ?
® Data Mining in the real world
® Some examples

THE DATA MINING AUTOMATION COMPANY ™ 9

What are the issues in the real-world ?

® Data mining provides ways to define actions
- A model not used for action is a useless cost

® Data volume grow exponentially : number of models m ust too

Available ] Number of T
- Tirfa:aytt:fn Knowledge Gap data models / « Factory »
. | month Analysis
100 — -
Analytic
capability a
75 Execution Gap Latent
i demand for
""" - data mining
50 — Execution Analysis
capability
25 _| _ 4
« Craftsman »
Analysis
J I | I I
1960 1970 1980 1990 2000 2010 Time 1080 1990 2000 2010 G norations of
Modeling
Herschel, Gartner 2006
THE DATA MINING AUTOMATION COMPANY ™ 10
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Data mining in practice

.. . Number of variables used
The dat_a_mml_ng process is not T u 1’ s1e
very efficient in practice 20t0 30 variables [F——
30 to 40 variahles

® |t does not make use of all

. 40 to 60 variables
Varlables 60 to 100 variables
® |t SpendS a |arge part Of 100 to 250 variables
modeling time on data 5;;:’::’;’22 ::::E:z: Bl vl version
manipulation Aoy S Final version
® And as a result, it still takes a 0 w20 @ a0 50

Percentage of respondents

long time to build a model

Don't know 2% Hours 4% Project Project definition 13%
710 12months 2% ———\ / breakdown  Data exploration 18%
4106 months 9% —— —Days 14% Data preparation 25%
Model creation, testing, and validation 23%
1103 months 34%— Scoring and deployment 12%
Time to build a / Weeks 34% Mode! management 9%
model Other 8%
Eckerson, TDWI, 2007
% THE DATA MINING AUTOMATION COMPANY ™ 11

Challenges for the real-world

1. Challenge n °1 : Integration
Data mining is never THE solution : itonlyisa—s  mall — part of it
- In the real-world data mining needs to be integrated into a global system
- Data mining needs to take inputs from/generate results to rest-of-the-world
- Key words : openness, standards
2. Challenge n °2 : Productivity
Data mining must bring value
- Exploit all data available & Produce actionable results
- At lowest possible cost
- Be simple to use by non experts
- Keywords : Return On Investment
3. Challenge n ° 3 : Scalability
Data mining must hold data volumes & number of mode Is
- Handle LARGE data sets
- Produce AS MANY models as needed
- Keywords :time to produce a model as function of data set (width, depth)
4. Challenge n °4 : Automatisation
Data mining should do all of the above (almost) aut  omatically
- Produce models, detect problems, retrain ...
- Keywords :automatisation, control

08 09 17 _PKDD'08_KXEN
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Challenges for the real-world
Relational DBMSs | | e 1
® Scalability Legacy DBMSs | I D 1
- Data volume |s Characterlzed by (W|dth, deptl‘ Flat files in record format | [ s 15
- Modeling has 2 phases : build & apply Mainframe DBMISs —
; ; e
« How does time scale with volume ? Number of ~ Spreadshests -
models ? Hierarchical DBMSs | I i e
- Is real-time possible s Multidimensional DBMSs | S
’ Other | T ™
* At apply
f - - EDId T
 Integration, Productivity, Scalability & XML dowmn:s _Lm
Automatisation ﬁ”:?" s S —
L eb logs | R
[ ]
Productivity o _ Wb pages | T~
- About 40% of modeling time is spent in data Word processing files | Te—1
preparation, can this be cut ? Ermail | T —
EL)
- Can all data be used ? Don't know | I, —
* Volumes ? Document mgt systems | [ gy
e Structured / Unstructured ? Taxonomies, ontologies, etc. | [ —
®  Automatisation Multimedia files o L.
. Instant i
- Can modeling be done by nstant messaging | "
A machine ? Contrt mg'zswm -_-”‘ o
° Non-experts? Wikis m—m
- Can a model be « turned on » and controlled 1. om voice recagnition | 5= =
H Nis
by a machine ?
THE DATA MINING AUTOMATION COMPANY ™ SUEEh LR B n3ters W Tode

Challenges for the real-world

Figure |5: Predictive Analytics Solution Selection Criteria

0% 20% 40% 60%

The ability of Data Mining Ease of use for non-technical end-users
tools to satisfy the real-
world challenges is

critical for the wide Compatibility with existing IT infrastructure
deployment of data
mining applications

Integration with other applications

Implementation consulting costs

Ongoing support costs

Software license cost

Ease of use for developers/admin

Scalabilityto more data sources

Scalabilityto more end users

Projectimplementation timeframe

Source: Aberdeen Group, May 2008
THE DATA MINING AUTOMATION COMPANY ™ 14

08 09 17 _PKDD'08_KXEN



What are the issues in the real-world ?

Algorithms & Theory is NOT
central said Fayyad at KDD'07
® Yes
- Inreal-world, central issue is $
® But
- Only strong algorithms & theory
can bring the $

- Iff they are up to the issues in the
real-world

9’ Researcher view
1.

O!Research

Database

Systems

‘Sraatecic Daa Souwons

b : y
Fayyad @

6’ Business view
-5

6’ Practitioner view
-5

Database

]

‘ ‘ N
Algorithms
THE 0 ! ‘SRaTEGiC Darh Souons ! ‘SRATEGIC DArh Sowuions 5
Agenda
®  Which world is this ?
® Data Mining in the real world
® Some examples
h THE DATA MINING AUTOMATION COMPANY ™ 16
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A large financial institution

The Dilemma

® Efficiency goals

® Limits on resources

®* New data sources

® Time-to-market opportunities

® Skill specific dependencies

® Need for competitive advantage

® Unique opportunity to mitigate macroeconomic risks
including mortgage and housing troubles

Example n ° 1

Y THE DATA MINING AUTOMATION COMPANY ™ 17

Extreme Granularity Data

® Competitive advantage through enhanced analytics an d
unigue data sources

® Numerous sources of granular data (transaction data ,
payment data, call data, etc.)

® Granularity and detail creates value if you can agg  regate
intelligently and extract knowledge

® Number of attributes grows exponentially as you con sider
time series, interactions, and transformations

Example n ° 1

Y THE DATA MINING AUTOMATION COMPANY ™ 18
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|
The Challenge to KXEN

® Aggregation yields tens of thousands of variables a bout

customers
®* How do we select the 10 best variables for predicti  ng credit
risk, such as, “Will the customer be delinquent in payment

12 months from now?”

®* How do we develop and deploy models quickly and
efficiently?

® How can we enable business analysts not statisticia ns to
build predictive models?

® How do | regain flexibility as the business owner w hile
ensuring production quality?

Example n ° 1

THE DATA MINING AUTOMATION COMPANY ™ 19

Possible usage for enhancing variable selection

® Approach 1: use the same variables we used lastyea r
(common in resource constrained environment)

® Approach 2: based on experience and expertise, sele  ct the
500 variables that are most likely to be useful. T hen use
statistics to pick the 10 to 20 subset that is best (common
in sophisticated analytic shops with heavy analyst
presence)

® Approach 3: use all the variables and let the data  tell you
which are useful (rare where attributes >1000)

® KXEN POC focused on enabling approach 3 as new
modeling process standard

Example n ° 1

(oY THE DATA MINING AUTOMATION COMPANY ™ 20
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[
The KXEN Fit — Large telco operator

Rapid development and deployment utilizing large vo lumes of data

® Data Enhancements
- SNA dataset added ~1000 extra variables to our existing analytical
datasets (external data plus additional info aggregated from SNA data)
- Analytical datasets average over 2000 attributes
® Short time lines

- Model development/comparative analysis to pilot execution at times was
done over 1-2 week periods

- KXEN allowed for quick turnaround on model development
- Built standard models and standard + SNA models for piloting

Example n ° 2

Y THE DATA MINING AUTOMATION COMPANY ™ 21

A large american Data provider

Target Source Consumer Database

® Largest response survey database in North
America
® Precision data on 2 million Canadian
households and 14 million US households
® 1000 data variables for targeting :
- Behavioral, lifestyle, demographics and more

- Drives solutions for new customer acquisition,
modeling, retention / growth and consumer insights

Example n ° 3

iy THE DATA MINING AUTOMATION COMPANY ™ 22
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A large american Data provider

The Challenge

® Build 252 models

® Score 167 models on 4 million records
® Score 85 models on 2 million records
® Doitallin a5 day time period...

® And do it with just one analyst...

Example n ° 3

% THE DATA MINING AUTOMATION COMPANY ™ 23

Why use more data ? SNumber of variablegsoo
ears
Large Bank 1200
. Vodafone D2 2500
Some companies use lots of data Barclays 2500
Rogers Wireless 5800
The goal HSBC 8000
® Increase the performance of their models Credit card 16 000
The challenge i oSt o
® Produce models with thousands of HHHRARHHE
variables o E R
* Exploiting all the available variables =
- 3000, 5000, 10 000 ? -

® Creating new variables, also S em—————
- Aggregates ' / /7
- Behavioral variables o
- Textual variables 0]
- « Social network » variables ...

The results
- More lift, more returns, more €, $

0

i

! THE DATA MINING AUTOMATION COMPANY ™ ESFS SIS S S oy
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Exploit all variables

The analysis process
® Build ADS (Analytic Data Set)
- Extract data
- Transform, aggregate, ...
- Create ADS
¢ Build model
- Produce initial model — Valdated
- Refine, select variables Model Lol
- Produce final model
® Apply model
- Extract data
- Transform, aggregate, ... Scoring Code
- Create ADS
- Apply model PMML
- Export results to data base
vames  lCTAdALA
5

a division of GNCR]

Analytic Data Set including new variables

% THE DATA MINING AUTOMATION COMPANY ™

Exploit all variables

® What-if ADS could contain ALL variables
- Example : in Teradata ADS is a view. Data are not replicated or moved

23473874744797 2 5 8 3 37.22 28.18 49.8 e 28 7 14
78799739792439970274 Susan 3 3 6 5 18.88 28.97 154.32 e 42 9 18
9870908 879979 | Andre 1 1 18 4 -1.38 -12.8 -48.76 e 61 5 12

ousehold D (FK)
Incividualatiribue fields
Primary Householder Fiag

>
D'apres  accenture
26

% THE DATA MINING AUTOMATION

©KXEN 08_09_17_PKDD'08_KXEN



OKXEN

Exploit all variables

The analysis process
- Extractdata__

- Create ADS
® Build model

®  Apply model
- —Exirpet-date—

- Create ADS
- Apply model

< 1 week

® Build ADS (Analytic Data Set)

3 days

- Transform, aggregate, ...

<1 day

- Produce initial model
- Refine, select variables
- Produce final model

<1 day

- Transform, aggregate, ...

- Export results to data base

« In-database Mining »

Y THE DATA MINING AUTOMATION COMPANY ™

Validated

odel : Model

Initial

® But lift grows !!

Cust.2

27
Using behavioral data
® From transactional data produce behavioral data
- Transition from transaction A to transaction B
® Number of variables grows Lo AB G AB BiC o Ci8 BIA Semen et
exponentially !

0

Cust. 2

0

Cust.2

1

| —Random —Wizard — Static Web Data — *Behavioral Data |

100%

N4

0%

0%

B0%

0%

0%

Target population

. T O S

2% 1

0%

“Total Population

0% 10% 2% 0% 40% 0% B0%

0% 80% 0% 100%

Price Customer 2

Time

08_09_17_PKDD'08_KXEN
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Using textual variables
® |n many applications (surveys, emails, ...) there is a textual field
® These fields can be exploited to enhance results of data mining
analysis — -
i oil 2
Hurricane 1 mreE— "
of 2
Mexico 1 ol 2
Mexico 1 Huizane | 4
Oil prices rebound to above - Refinery 1 Refine 7 Mexlco 1
$§7 after fears Hurricane May 1 i Rofinery | 1
:fltl\an’e';?::,"rz'lga;o;a:‘see?'rl:gre B Bag (OBl count p— 1 | stop lists-»-| Mo 1 | May 1
damage to US oil refineries. words Cause 1 Cause 1
One of the refinery... Us 1 s 1
Refineries | 1 i i Refineries 1
Textual field W[ i [ | oo 1 |
More 1
Damage ! o Stem‘ming
Rl i
oil 2
Hurricane 1
Mexico 1
Analytical |« Envich_ | "oy |2
z Data Set gﬂv !
w Us 1
Damage 1
THE DATA MINING AUTOMATION COMPANY ™ 29

Using textual variables — DataMining Cup’06

With 1000 added textual variables

® Most significant variables : textual
® Lift: goesup

Contributions max. intelligentes des variables

LD Oy £ 454 %A ARE RRS AAY BN AR AaR Ris Am AeA A4 A R Aa
— Contributions max. intelligentes des variables

et [ o o om em eee  om

— to_issag_itle_30
ftem_leaf_sategory_name -
—.. i et on [
tertbari seore_st_sina_teve [N — s st 10
it o [ > . oo B R
] —) v ng iy 2 [
| o prc¢ ETEAE T
- PRI i s s |
o —cang o oo
i teawedsee_sog [ > i e e idoa
vt se o [ > i s
vighigh see_sns [ » [
oo oo
ssng oo con [
—  c_istig_tte_eeior e s [
st [l e e e+
avaiabie_ge ey [ S— I s o

waniablas
5

g

- D e e oraimet et [ With text

e ttle_unssionality_taroiisely [

........ MAlithaut text

® Computing time : 6 seconds = 43 seconds

B e g e 20
N e wetid

——Aléataire
Walidation sans texte

0%

——Wizard
—alidation avec texte

g ge r§\° nSg\e t§\e

S R R
LA U

30
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Using « social network » variables

An example in telco

Build the social network

Extract « social network » variables

- A few 10-100 additional variables

Initial . .
Variables—b—dAddlhonal variablesi-

A

| BigeUEA

Z elqeuep
g o|qeLEA

Customer 1

Customer 2

Customer 3

THE DATA MINING AUTOMATION COMPANY ™

=
ff—
s

CDRs Table
-4——On Net———p»gOff Netss
HHHRREREE
5|88 gl |22
S |['=1 3 el
3|z |3 2| |2|s
el B 1 b =N
Customer 1 1
Clustomer 2 1 1
Clustomer 3
[T}
=
=
@]
lcrusmmm 1 L |
é Individual 1 1
Z
i [Individual 2 1
Q
\l

Using « social network » variables

® « social network »
variables increase lift
- Globally : 40% 0
- First decile : 67%
- Second decile : 47% v

Maximum Smart Variable Contributions

sn_Nb Churn in Circle

a
=> sn_Deg Offnet
> ow 0
»> sn_voi_UndD
Activation_Menth
mp b Acquis Afer
Nb_sms
Sales_Channel_ID

Coded_Tarff Plan
3

»:

sn_vsl_0utD5
sn_all_UndD5
Recharge_Amount
> <n_centiality_voi only
sn_Soc Deg_sms only
sn_sms_InDs

Nb_mms

Subs_ID
InPlan_Chargss

Per_Discounts

sn_voi_InD&

0.000 0025 0050 0075 0.100 0.125 04

—Randor  s———WWizard e——_|lvatiableg  =———Only regular variables

1] —

|

W

0 L e e B e e e L B e s e e L]

e @D\u qgo\u o§\e @D\“ @o\e Q,Qo\u /\Qo\u Se e QQO\“
e N Ch

- 32

Ei
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Why use more models ? o o | \

67%

Some Companies produce lots of models o
51+ % FDWI 03-2005

The goal

® Increase the performance of their models

The challenge

% 2% 40% B0%

® Produce thousands of models Number of Models / year

N . Vodafone D2 760

For every campaign Market research 9 600

®* Refreshed often SOX|COrtmtn. gg ggg
o eal estate

- Data distribution changes fast (Web) Lower My Bills 460 000

® As «fine grain » as possible
- Performance on a homogeneous population is better

QA
The results | 0«\\’”
- More lift, more returns, more €, $ Cable W
- Ex : Response rate + 260% Digital C|
High-sp
Internet
Digital
Telepho em\(
Pay-Per-

% THE DATA MINING AUTOMATION COMPANY ™

On-going research projects — Call center supervision

® Key Performance Indicators 5@&1
- Number of emails received, on-hold,
processed .
< Per time period, category, agent ... Follow-up
- To make sure SLA are met
® |ssues
- 100s of KPI
- Aggregated in hierarchies Reporting
® Predictive models i
- Alerts Followup of KPI
- Optimize resource (capacity, people)
« Long term Time Series forecasting on Alerting @
KPI

- Detect deviations (seasonal effects) Alerts

« Short term Time Series forecasting on
KPI

¢ “Predictive cubes” for hundreds s A ’ A 4
of indicators

Superviser
-

Numeric data

E. | e, =

Prediction of KPI

Y THE DATA MINING AUTOMATION COMPANY ™ 34
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On-going research projects — Recommendation

Models for recommendation

® The catalog can have 1
Million products

® Hundreds / thousands of
models with thousands of
attributes

% THE DATA MINING AUTOMATION COMPANY ™

sotum 1o 510 GovoCrediant [5]

T order qualfes for

ek

[T Live: Revaluti
E
It

5150

www.hmv.co.j

35

Conclusion

Data mining can bring more $

But it needs to satisfy constraints
® |ntegration

® Productivity

® Scalability

® Automatization

® Simple & robust algorithms

Y THE DATA MINING AUTOMATION COMPANY ™

Productivity gains

Rogers Wireless 7X
Vodafone D2 10x
Sears 8x
Belgacom 12x

A

Manipulating MORE data and producing MORE models re  quires
® Automatized data manipulation & coding

® Software modules open & in line with market standar  ds

36
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|
How does KXEN do it

®, 060, 0..00, 0.
h <h <..<h <..

Generalization
error

® KXEN was designed for data Error
miningindustrial applications
® KXEN is based upon
Vapnik's SRM — Structural
Risk Minimization
- Strategy to control the trade-off

PFiad

accuracy / robustness : >

® KXEN produces m%] éJ mi“ ]
- An automatic encoding
¢ Non linear
- Then regression / classification Polynomials
¢ Polynomial
® Which allows
- Integration regF:tiedsgs?on
- Productivity
- Scalability R
Automatization

THE DATA MINING AUTOMATION COMPANY ™ 3

|
How does KXEN do it

® In practice, for one final model, KXEN builds many models (SRM)
- Depending upon variables complexity, encoding requires 10 - 30 models
- Then about 100 models (for regression)

® KXEN uses « data streams » techniques

® There is no data duplication
- A few sweeps are necessary

® Time to build a model
- About linear in depth & width

S—
Data
base

Sample| ——p» Cutting strategy

2 - Produce
models

[ Model1

. Estimation

Model 2

( Model3 |

1 — Decompose
sample

Validation

3 — Evaluate models to retain

best
o 4 - Test best model 38
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Questions ?

% THE DATA MINING AUTOMATION COMPANY ™
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S KDD 09 PARIS * June 28th - July 1st 2009
& = The 15th ACM SIGKDD Conference
& : ® 4 On Knowledge Discovery and Data Mining

® | ocation

- Marriott Paris Rive Gauche Hotel & Conference Center
17 Boulevard St Jacques - 75014 Paris, France

¢ Dates
- June 28 - July 1, 2009
® Key Submission Dates

- Due January 19, 2009 Workshop Proposals
- Due February 2, 2009 Paper Abstracts
- Due February 6, 2009 Research/Industrial Track Papers

- Due February 23, 2009 Tutorials/Panel Proposals

http://www.kdd.org/kdd2009/index.html

(oY THE DATA MINING AUTOMATION COMPANY ™

40
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, i KD D 09 PARIS * June 28th - July 1st 2009
7 - The 15th ACM SIGKDD Conference
4 A rar J On Knowledge Discovery and Data Mining

KDD’09 will be held in PARIS, France

THE DATA MINING AUTOMATION COMPANY ™
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_ , n. KD D 09 PARIS * June 28th - July 1st 2009
Sl - The 15th ACM SIGKDD Conference
s AALJ L) U On Knowledge Discovery and Data Mining

Mark the dates

Conference
® June 28" — July 1st, 2009

Key Submission Dates

® January 19, 2009 Workshop Proposals

® February 2, 2009 Paper Abstracts

® February 6, 2009 Research/Industrial Track Papers
® February 23, 2009 Tutorials/Panel Proposals

® April 10, 2009 Notification

®  April 27, 2009 Camera Ready

Visit the Conference site
http://www.kdd.org/kdd2009/

(oY THE DATA MINING AUTOMATION COMPANY ™
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General Chair generalchair@kdd2009.com

John Elder (Elder Research, Inc.)
Francoise Fogelman Soulié (KXEN, Inc.)

Program Co-Chair pcchairs@kdd2009.com

Peter Flach (University of Bristol)
Mohammad Zaki (Rensselaer Polytechnic Institute

| personnally count on you for sending lots of good

TR KD D 09 PARIS * June 28th - July 1st 2009
& = The 15th ACM SIGKDD Conference
& : ® 4 On Knowledge Discovery and Data Mining

Contact us

papers and

show a very strong european attendance at KDD’'09

See you there
THE DATA MINING AUTOMATION COMPANY ™
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