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Outline

Text-Mining

o How to deal with text data on various levels?
Link-Analysis

o How to analyze graphs in the Web context?
Semantic-Web

o How semantics fits into the picture?
Wrap-up

o ...what did we learn and where to continue?



Text-Mining

How to deal with text data on various levels?



Why do we analyze text?

The ultimate goal (or “the mother of all tasks”)
Is understanding of textual content...

...but, since this seems to be too hard task,
we have number of easier sub-tasks of some
Importance which we are able to deal with.



What 1s Text-Mining?

“...finding Interesting regularities in large
textual datasets...” (adapted from Usama Fayad)

o ...where interesting means: non-trivial, hidden,
previously unknown and potentially useful

“...finding semantic and abstract information
from the surface form of textual data...”



Why dealing with Text 1s Tough? auo

Abstract concepts are difficult to represent

“Countless” combinations of subtle, abstract
relationships among concepts

Many ways to represent similar concepts
o E.g. space ship, flying saucer, UFO

Concepts are difficult to visualize
High dimensionality
Tens or hundreds of thousands of features



Why dealing with Text 1s Easy? oo

Highly redundant data

o ...most of the methods count on this property

Just about any simple algorithm can get “good”
results for simple tasks:

o Pull out “important” phrases

o Find “meaningfully” related words

o Create some sort of summary from documents



‘ Who is in the text analysis arenar

Knowledge Rep. & Search & DB
Reasonlng / Tagglng
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What dimensions are in text analytics?

Three major dimensions of text analytics:
o Representations
...from character-level to first-order theories
o Techniques
...from manual work, over learning to reasoning
o Tasks

...from search, over (un-, semi-) supervised learning, to
visualization, summarization, translation ...



How dimensions fit to research areas?
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http://webscience.org/

Text-Mining
How do we represent text?




Levels ot text representations

Character (character n-grams and sequences)
Words (stop-words, stemming, lemmatization)
Phrases (word n-grams, proximity features)
Part-of-speech tags

Taxonomies / thesauri

Vector-space model

Language models

Full-parsing

Cross-modality

Collaborative tagging / Web2.0

Templates / Frames

Ontologies / First order theories




‘ Levels ot text representations

Character




Character level

Character level representation of a text
consists from sequences of characters...

0 ...a document is represented by a frequency
distribution of sequences

o Usually we deal with contiguous strings...

o ...each character sequence of length 1, 2, 3, ...

represent a feature with its frequency



Good and bad sides

Representation has several important strengths:
o ...itis very robust since avoids language morphology
(useful for e.g. language identification)
o ...It captures simple patterns on character level
(useful for e.g. spam detection, copy detection)

o ...because of redundancy in text data it could be used for
many analytic tasks

(learning, clustering, search)

It is used as a basis for “string kernels™ in combination with
SVM for capturing complex character sequence patterns

...for deeper semantic tasks, the representation is
too weak



‘ Levels ot text representations

Words




Word level

The most common representation of text
used for many techniques

o ...there are many tokenization software packages
which split text into the words

Important to know:

o Word is well defined unit in western languages —
e.g. Chinese has different notion of semantic unit



Words Properties

Relations among word surface forms and their senses:

2 Homonomy: same form, but different meaning (e.g.
bank: river bank, financial institution)

o Polysemy: same form, related meaning (e.g. bank:
blood bank, financial institution)

o Synonymy: different form, same meaning (e.g. singer,
vocalist)

o Hyponymy: one word denotes a subclass of an
another (e.g. breakfast, meal)

Word frequencies in texts have power distribution:
o ...small number of very frequent words
o ...big number of low frequency words



Stop-words

Stop-words are words that from non-linguistic view do not carry
Information

o ...they have mainly functional role

o ...usually we remove them to help the methods to
perform better

Stop words are language dependent — examples:

o English: A, ABOUT, ABOVE, ACROSS, AFTER, AGAIN,
AGAINST, ALL, ALMOST, ALONE, ALONG, ALREADY, ...

o Dutch: de, en, van, ik, te, dat, die, in, een, hij, het, niet, zijn, is,
was, op, aan, met, als, voor, had, er, maar, om, hem, dan, zou,
of, wat, mijn, men, dit, zo,

o Sloyvenian: A, AH, AHA, ALI AMPAK, BAJE, BODISI, BOJDA,
BRZKONE, BRZCAS BREZ CELO, DA DO



Word character level normalization

Hassle which we usually avoid:

o Since we have plenty of character encodings In
use, it is often nontrivial to identify a word and
write it in unigue form

0 ...e.d. in Unicode the same word could be written
IN many ways — canonization of words:

Source NFED NEC
00C5 ) 0041 03OA 00C5
0 ¢ 00 0

00F4 006F 0502 00F4



Stemming (1/2)

Different forms of the same word are usually
problematic for text data analysis, because
they have different spelling and similar
meaning (e.g. learns, learned, learning,...)

Stemming Is a process of transforming a
word into Iits stem (normalized form)

0 ...stemming provides an inexpensive mechanism
to merge



Stemming (2/2)

For English is mostly used Porter stemmer at
http://www.tartarus.org/~martin/PorterStemmer/

Example cascade rules used in English Porter stemmer

o ATIONAL -> ATE relational -> relate

o TIONAL -> TION conditional -> condition

o ENCI -> ENCE valenci -> valence

o ANCI -> ANCE hesitanci -> hesitance

o IZER -> |ZE digitizer -> digitize

o ABLI -> ABLE conformabli -> conformable
o ALLI -> AL radicalli -> radical

o ENTLI -> ENT differentli -> different

o ELI > E vileli -> vile

o OUSLI -> OUS analogousli -> analogous


http://www.tartarus.org/~martin/PorterStemmer/

‘ Levels ot text representations

Phrases




Phrase level

Instead of having just single words we can
deal with phrases

We use two types of phrases:
o Phrases as frequent contiguous word sequences

o Phrases as frequent non-contiguous word
sequences

o ...both types of phrases could be identified by
simple dynamic programming algorithm

The main effect of using phrases is to more

precisely identify sense



Google n-gram corpus

In September 2006 Google announced availability of
n-gram corpus:

o http://googleresearch.blogspot.com/2006/08/all-our-n-
gram-are-belong-to-you.html#links
o Some statistics of the corpus:
File sizes: approx. 24 GB compressed (gzip'ed) text files
Number of tokens: 1,024,908,267,229
Number of sentences: 95,119,665,584
Number of unigrams: 13,588,391
Number of bigrams: 314,843,401
Number of trigrams: 977,069,902
Number of fourgrams: 1,313,818,354
Number of fivegrams: 1,176,470,663
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Example: Google n-grams

ceramics collectables collectibles 55
ceramics collectables fine 130
ceramics collected by 52
ceramics collectible pottery 50
ceramics collectibles cooking 45
ceramics collection , 144
ceramics collection . 247
ceramics collection </S> 120
ceramics collection and 43
ceramics collection at 52
ceramics collection is 68
ceramics collection of 76
ceramics collection | 59
ceramics collections , 66
ceramics collections . 60
ceramics combined with 46
ceramics come from 69
ceramics comes from 660
ceramics community , 109
ceramics community . 212
ceramics community for 61
ceramics companies . 53
ceramics companies consultants 173
ceramics company ! 4432
ceramics company , 133
ceramics company . 92
ceramics company </S> 41
ceramics company facing 145
ceramics company in 181
ceramics company started 137
ceramics company that 87
ceramics component ( 76
ceramics composed of 85

serve as the incoming 92
serve as the incubator 99
serve as the independent 794
serve as the index 223

serve as the indication 72
serve as the indicator 120
serve as the indicators 45
serve as the indispensable 111
serve as the indispensible 40
serve as the individual 234
serve as the industrial 52
serve as the industry 607
serve as the info 42

serve as the informal 102
serve as the information 838
serve as the informational 41
serve as the infrastructure 500
serve as the initial 5331
serve as the initiating 125
serve as the initiation 63
serve as the initiator 81
serve as the injector 56
serve as the inlet 41

serve as the inner 87

serve as the input 1323
serve as the inputs 189
serve as the insertion 49
serve as the insourced 67
serve as the inspection 43
serve as the inspector 66
serve as the inspiration 1390
serve as the installation 136
serve as the institute 187



‘ Levels ot text representations

Part-of-speech tags




Part-of-Speech level

By introducing part-of-speech tags we introduce
word-types enabling to differentiate words functions

o For text-analysis part-of-speech information is used mainly
for “information extraction” where we are interested in e.g.
named entities which are “noun phrases”

o Another possible use is reduction of the vocabulary
(features)

...it is known that nouns carry most of the information in text
documents

Part-of-Speech taggers are usually learned by HMM
algorithm on manually tagged data



‘ Part-ot-Speech Table

part of speech | function or "job" example words example sentences
Verb action or state (to) be, have, do, like, EnglishClub.com is a web site. I
work, sing, can, must like EnglishClub.com.
Moun thing or person pen, dog, work, music, This is my dog. He lives in my
town, London, teacher, | house. We live in London.
John
Adjective describes a noun a/an, the, 69, some, My dog is big. I like big dogs.
good, big, red, well,
interesting
Adverb describes a verb, quickly, silently, well, My dog eats quickly. When he is
adjective or adverb badly, very, really very hungry, he eats really
quickly.
Pronoun replaces a noun I, you, he, she, some Tara is Indian. She is beautiful.
Preposition links a noun to another to, at, after, on, but We went to school on Monday.
word
Conjunction joins clauses or and, but, when I like dogs and 1 like cats. I like
sentences or words cats and dogs. I like dogs but I

don't like cats.

Interjection short exclamation, oh!, ouch!, hi!, well Ouch! That hurts! Hi! How are
sometimes inserted into a you? Well, I don't know.
sentence

http://www.englishclub.com/grammar/parts-of-speech _1.htm
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‘ Part-of-Speech examples

verb noun | verb noun wverb | verb

Stop! John | works. John | is working.

pronoun | verb | noun noun verb | adjective | noun

She loves | animals. Animals | like kind people.
noun  wverb noun adverb noun verb adjective | noun
Tara | speaks | English | well. Tara | speaks | good English.

pronoun | verb | preposition adjective | noun adverb

She ran to the station | quickly.

pron. | verb | adj.  noun conjunction | pron. | verb  pron.

She likes | big snakes | but I hate | them.

Here is a sentence that contains every part of speech:

interjection | pron. | conj. | adj. noun | verb prep. | noun | adverb

Well, she and young | John | walk | to school | slowly.

http://www.englishclub.com/grammar/parts-of-speech _2.htm
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‘ Levels ot text representations

Taxonomies / thesauri




Taxonomies/thesaurus level

Thesaurus has a main function to connect different
surface word forms with the same meaning into one
sense (synonyms)

o ...additionally we often use hypernym relation to relate
general-to-specific word senses

o ...by using synonyms and hypernym relation we compact
the feature vectors

The most commonly used general thesaurus Is

WordNet which exists in many other languages (e.qg.

EuroWordNet)

o http://www.lillc.uva.nl/EuroWordNet/



http://www.illc.uva.nl/EuroWordNet/

WordNet — database of lexical relations

WordNet is the most well | Catogory Tomaoe | Nomber
developed and widely used lexical Forms | of
database for English Senses

o ...it consist from 4 databases (nouns, [NoUn 94474 | 116317

verbs, adjeCtiWLb&)/' Verb 10319 | 22066
Each database consists from Adjective | 20170 | 29881

sense entries — each sense ndverh 2526 lsers
consists from a set of synonyms,
e.g.:

o musician, instrumentalist, player
o person, individual, someone
o life form, organism, being
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WordNet relations

Each WordNet entry is connected with other entries in the graph
through relations

Relations in the database of nouns:

Relation Definition Example

Hypernym From lower to higher breakfast -> meal
concepts

Hyponym From concepts to meal -> lunch
subordinates

Has-Member From groups to their faculty -> professor
members

Member-Of From members to their | copilot -> crew
groups

Has-Part From wholes to parts table -> leg

Part-Of From parts to wholes course -> meal

Antonym Opposites leader -> follower




‘ Levels ot text representations

Vector-space model




Vector-space model level

The most common way to deal with documents is
first to transform them into sparse numeric vectors
and then deal with them with linear algebra
operations

o ...by this, we forget everything about the linguistic structure
within the text

o ...this is sometimes called “structural curse” because this
way of forgetting about the structure doesn’t harm
efficiency of solving many relevant problems

o This representation is referred to also as “Bag-Of-Words”
or “Vector-Space-Model”

o Typical tasks on vector-space-model are classification,
clustering, visualization etc.



Bag-of-words document

0 learning
3 journal
- M - 2 intelligence
Journal of Artificial Intelligence 0 text
0 agent
TATR is arefereed journal, coverd £as 1 internet
of Artificial Intelli et is distributed —’_”/”# 0 webwatcher
free of ch int T‘E’cf’ll”_—
cEe0 . EII‘gEl o E]I‘f CITiC ACh Wolune '\\ [] PET]E
of the jowrndl is also published by Morgan
Eaufrnan....
1 | volume
A y




Word weighting

In the bag-of-words representation each word Is
represented as a separate variable having
numeric weight (importance)

The most popular weighting schema is
normalized word frequency TFIDF:

tidf (w) = tf.log( -

r of word occurrences |$ )cument)
(number of documents containing the word)

Tf(w) — term frequency (num
Df(w) — document frequen
N — number of all docu
Tfldf(w) — relative impgtrtance of the word in the document

The word is more important if it appears The word is more important if it
several times in a target document appears in less documents



Example document and its vector
representation

TRUMP MAKES BID FOR CONTROL OF RESORTS Casino owner

and real estate Donald Trump has offered to acquire all Class B

common shares of Resorts International Inc, a spokesman for Trump

said. The estate of late Resorts chairman James M. Crosby owns

340,783 of the 752,297 Class B shares. Resorts also has about

6,432,000 Class A common shares outstanding. Each Class B share

has 100 times the voting power of a Class A share, giving the Class \

B stock about 93 pct of Resorts' voting power. v
Original text

[RESORTS:0.624] [CLASS:0.487] [TRUMP:0.367] [VOTING:0.171]

[ESTATE:0.166] [POWER:0.134] [CROSBY:0.134] [CASINO:0.119]

'DEVELOPER:0.118] [SHARES:0.117] [OWNER:0.102] 5 ¢ \Word
'DONALD:0.097] [COMMON:0.093] [GIVING:0.081] [OWNS:0.080] ag-or-vvorads
[MAKES:0.078] [TIMES:0.075] [SHARE:0.072] [JAMES:0.070#————— representation
'REAL:0.068] [CONTROL:0.065] [ACQUIRE:0.064] hiah di |
'OFFERED:0.063] [BID:0.063] [LATE:0.062] [OUTSTANDING:0.056]  (high dimensiona
[SPOKESMAN:0.049] [CHAIRMAN:0.049] [INTERNATIONAL:0.041]  sparse vector)
'STOCK:0.035] [YORK:0.035] [PCT:0.022] [MARCH:0.011]




Similarity between document vectors

Each document is represented as a vector of weights
D=<x>

Cosine similarity (dot product) is the most widely used
similarity measure between two document vectors

o ...calculates cosine of the angle between document vectors

o ...efficient to calculate (sum of products of intersecting words)
o ...similarity value between 0O (different) and 1 (the same)

leiXZi
\/Z X \/Z X,

Sim(D,,D,) =




‘ Levels ot text representations

Language models




Language model level

Language modeling is about determining
probability of a sequence of words

o The task typically gets reduced to the estimating
probabilities of a next word given two previous
words (trigram model):

Frequencies
.« of word

i Clw; —sW; —1w;
P(w;|w;—sw;—1) =~ (_, i—2Wi—1Wi) sequences
| C(w;—2w;—1)

o It has many applications including speech
recognition, OCR, handwriting recognition,
machine translation and spelling correction




‘ Levels ot text representations

Full-parsing




Full-parsing level

Parsing provides maximum structural information
per sentence

On the input we get a sentence, on the output we
generate a parse tree

For most of the methods dealing with the text data
the information in parse trees is too complex

hit Det N
[~
the ball



‘ Levels ot text representations

Cross-modality




Cross-modality level

It is very often the case that objects are represented
with different data types:

o Text documents

o Multilingual texts documents
o Images

a Video

a Social networks

o Sensor networks

...the question is how to create mappings between
different representation so that we can benefit using
more information about the same objects



Example: Aligning text with
audio, images and video

= The word “tie” has several representations
(http://www.answers.com/tie&r=67)

o Textual
o Multilingual text

= (tie, kravata, krawatte, ...)
o Audio

o Image:
m http://images.qgoogle.com/images?hl=en&g=necktie

o Video (movie on the right)

= Out of each representation we can get set of
features and the idea is to correlate them

o KCCA (Kernel Correlation Analysis) method
generates mappings between different
representations into “modality neutral” data
representation



http://www.answers.com/tie&r=67
http://images.google.com/images?hl=en&q=necktie

‘ Levels ot text representations

Collaborative tagging / Web2.0




Collaborative tagging

Collaborative tagging Is a process of adding
metadata to annotate content (e.g.
documents, web sites, photos)

0 ...metadata is typically in the form of keywords

0 ...this is done in a collaborative way by many
users from larger community collectively having
good coverage of many topics

0 ...as a result we get annotated data where tags
enable comparability of annotated data entries



‘ Example: tlickr.com tagging

f Flickr: Search - Windows Internet Explorer

W @ ‘OOFlickr: Search [ |

g l” http:/fwww.flickr.com/search/?q=slovenia@m=text V‘ 2| X ‘ ' R~
File Edit View Favorites Tools Help
Google G+ fick vGos © B v €3 Bookmarksy DaeRark . B3 182blocked % Check v > () settings~

B- B @ - [Cresce~ Groos -

Lake Bled - Slovenia
p 13 April 2006

By FLY!
See more photos, orvisit his

profile.

(] mountain, lake, alps, church ...

Lake Bled, Slovenia April 2007

aded on 12 April 2007

e \ By jeremy_reds
78 See more photos, or visit

jeremy_reds’ profile.

ake, church, island, slovenia ..

Trkaj

on 12 August 2007

| By Matjaz Rust
« 4. See more photos, or visit his

profile.

() show, africa, festival, concert ..

/

/

b ¢

Tags entered
by users
annotating
photos

|

o Internet

#100% ~




‘ Example: del.icio.us tagging

{f' del.icio.us search for "textmining” - Windows Internet Explorer

@ Lo P http: //del.icio .us/search/?fr=del_ido_us&p =textmining&type =all V| 4| X |

File Edit View Favorites Tools Help

Google G- v oo & B ~ 1% Bookmarksw B3Pk o [ 13oblocked 07 Check ~ () settings~
— - an »

i:? alp [f del.icio.us search for "textmining” l l ﬁ - B - - ,'_;;"EEQE v i) Tools =

.. del.icio.us / search

popular | recent

login | register | help

Search results for textmining textmining || del.icio.us v“ search |

Related tags: textmining datamining search nlp text software research java bicinformatics programming
showing 1-10 of 1378

= previous | next =

Text Analytics Solutions from ClearFor
%Text mining the New York Times | E echnology Trends
_éATE, A General Architecture for Text Engin
fl%ext mining - Wikipedia, the free encycl
éress release @ the bren schoaol ofgrfafmation and computer
iopic Modeling Toolbox
F.t:ext-mining_org

F.(:ext-mining_org

Text-Garden - Text-Mining Software T,

KH Coder Index Page

= previous | next »

!

Tags entered
by users
annotating
Web sites

e Internet

| 100% <




‘ Levels ot text representations

Templates / Frames




Template / frames level

Templates are the mechanism for extracting
the information from text

o ...templates always focused on specific domain
which includes consistent patterns on where
specific information is positioned

o Templates are one of the basic methods for
Information extraction



Examples of templates of KnowlItAll system

Generic approach of extracting is described in

o Unsupervised named-entity extraction from the Web: An
experimental study (Oren Etzioni et al)

KnowltAll system uses the following generic templates:
NP “and other” <class1>

NP “or other” <class1>

<class1> “especially” NPList

<class1> “including” NPList

<class1> “such as” NPList

“such” <class1> “as” NPList

NP “is a” <class1>

NP “is the” <class1>

...each template represents specific relationship
between the words appearing in the variable slots

From template patterns KnowltAll bootstraps new templates

O O 000D D0 DO



‘ Levels ot text representations

Ontologies / First order theories




Ontologies level

Ontologies are the most general formalism
for describing data objects

o ...In the recent years ontologies got popular
through Semantic Web and OWL standard

0 Ontologies can be of various complexity — from
relatively simple ones (light weight described with
simple) to heavy weight (described with first order
theories.

o Ontologies could be understood also as very
generic data-models where we can store
extracted information from text



Example: text represented in the First Order Logic

lufauglada ey
| EITY]

General Knowledge about Terrorism:

Terrorist groups are capable of directing assassinations:
(implies
(isa ?7GROUP TerroristGroup)
(behaviorCapable 7?GROUP AssassinatingSomeone directingAgent))

If a terrorist group considers an agent an enemy, that agent is vulnerable to an attack by that group:
(implies
(and
(isa ?GROUP TerroristGroup)
(considersAsEnemy ?GROUP ?TARGET))
(vulnerableTo 7GROUP ?TARGET TerroristAttack))

i i Buildings & Electrical Literature Language Relations, ki lrbid ol L o o - b Ty
/ Solar Syste Weapons Devi Works of Art Culture v Activities & Logistics Communication Living Organizations

General Knowledge about Terrorism

Specific data, facts, and observations
about terrorist groups and activities




Text-Mining
Typical tasks on text




Document Summarization




Document Summarization

Task: the task is to produce shorter, summary
version of an original document

Two main approaches to the problem:

o Selection based — summary is selection of sentences from
an original document

o Knowledge rich — performing semantic analysis,

representing the meaning and generating the text satisfying
length restriction



Selection based summarization

Three main phases:

o Analyzing the source text

o Determining its important points (units)
o Synthesizing an appropriate output

Most methods adopt linear weighting model — each text unit
(sentence) is assessed by the following formula:

o Weight(U) = LocationInText(U) + CuePhrase(U) +
Statistics(U) + AdditionalPresence(U)

o ...lot of heuristics and tuning of parameters (also with ML)
...output consists from topmost text units (sentences)



Selection based summarization

Three main phases:

o Analyzing the source text

o Determining its important points (units)
o Synthesizing an appropriate output

Most methods adopt linear weighting model — each
text unit (sentence) is assessed by the following
formula:

o Weight(U) = LocationIinText(U) + CuePhrase(U) +
Statistics(U) + AdditionalPresence(U)

o ...lot of heuristics and tuning of parameters (also with
Machine learning)

...output consists from topmost text units (sentences)
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Presenter contact information including the e-smail address

Dunja Mladenic

Address: ). Stefin Institute, Jamova 39, 1000 Ljnbljana. Slovenia
E-mail: Dunja Miadenica@ijs. si

Phone: +386 14773 377

Marko Grobelnik

Address: J. Stefan Institute, Jamova 39, 1000 [ jubljana, Slovenia
E-mail: Marko.Grobelnik@ijs 51

Phone: +386 14773 778

Aims/Learning objectives;

The aim of this tutorial is to presént topics from the areas of text mining and link analysis
in the relationship to the web data. The zoal s 1o show the whole list of nontrivial
problems appearing m everyday life and occasiopally in professional work with the web
and to show how they can be approached nsmg text mining and link analysis techniques
and tools. The goal s to make an overview of the available approaches, which are
potentially useful for solving interesting problems connectad to the documents and their
linkage coming from the web structure.

Duration (half or full day)
Half day, but it could be scaled to full day

"o -

Scope (general topic area) and why it is relevant for WWW2004;

The tutorial’s relevance for the WWW2004 is in the presentation of analytic approaches
used on the web data (textlinks). 1n particular, the tutorial will focus on the possibilities
offered by two very active and relevant subfields of data mining: text mining and link
analysis, The relevance of these topics to the WWW 2004 public is m extending possible
activities, which could be used in shapmg. understanding and potentially predicting the
static and dynamic nature of the web. Anglysis of such data offers typically new insights
- in the nature of the complex web data. Suitability of the titorial for the WWW 2004

ogme O apsos- L N OOHAIRE > ul A. c=E=raw.




Knowledge rich summarization

To generate ‘true’ summary of a document we need to (at least partially)
‘understand’ the document text

o ...the document is to small to count on statistics, we need to
Identify and use its linguistic and semantic structure

On the next slides we show an approach from (Leskovec, Grobelnik, Milic-
Frayling 2004) using 10 step procedure for extracting semantics from a
document:

o ...the approach was evaluated on “Document Understanding
Conference” test set of documents and their summaries

o ...the approach extracts semantic network from a document and
tries to extract relevant part of the semantic network to represent
summary

o Results achieved 70% recall of and 25% precision on extracted
Subject-Predicate-Object triples



Knowledge Rich Summarization Example

Input document is split into sentences
Each sentence is deep-parsed \

Name-entities are disambiguated: . Tom went to town.
: a bookstore he

o Determining that 'George Bush’ == ‘Bush’ :
== ‘U.S. president’ bought a large book.

In

Performing Anaphora resolution: NLPwin JZL
o Pronouns are connected with named- . Tom went to town. In
entities : *a bookstore he [Tom]

Extracting of Subject-Predicate-Ohject . bought a large book.
triples ]
Constructing a graph from triples Tom € go > town

Each triple in the graph is described Wlth Tom € buy = book
features for learning :

Using machine learning train a model for
classification of triples into the summary

Generate a summary graph from
selected triples

From the summary graph generate
textual summary document




Training of summarization model

A model was trained deciding which Subject-Predicate-
Object triple belongs into the target summary

For training was used Support Vector Machine (SVM) on 400
statistic, linguistic and graph topological features
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Cracks Appear in U.N. Trade Embargo Against Iraqg.

Cracks appeared Tuesday in the U.N. trade embargo against Iraq as Saddam Hussein sought to circumvent the economic noo

meanwhile, announced it would increase its aid to countries hardest hit by enforcing the sanctions. Hoping to defuse criticism

Baghdad, Japan said up to $2 billion in aid may be sent to nations most affected by the U.N. embargo on Irag. President Bush

session of Congress and a nationwide radio and television audience that ~"Saddam Hussein will fail" to make his conquest of k 3 : ;

stand UE to aggression, and we will," said Bush, who added that the U.S. military may remain in the Saudi Arabian desert |ndef|n|tely “I cannot predi

it will take to convince Irag to withdraw from Kuwalt " Bush said. More than 150,000 U.S. troops have been sent to the Persian Gulf region to deter a

invasion of Saudi Arabia. Bush's aides said the preS|dent would follow his address to Congress with a televised message for the Iraqi people, decl

united against their government's invasion of Kuwait. Saddam had offered Bush time on Iragi TV. The Philippines and Namibia, the first o the de

respond to an offer

none-too-subtle att

Iraq. But according

Baghdad, all in defi

countries also are t

exchange food and

reported food-for-o ehran, the

first by a senior Irac ed oil industry

sources in the regic 2d oil a day for

domestic use becal pared to give

Iran all the oil it wa hscow with

Soviet Foreign Min

summit, Bush enco

Soviet parliament

his heart went out t

the world will not be

Earth." In other de

them women and c

164 Westerners ar

involvement in the

him and he can't dc

countries will be all

spokesman said s

are imminent. Defe

used by governme

disgruntled lawmak
de with Irag.
ts said the aid
reasury

Secretary Nicholas Brady VISIted Tokyo ona world tour seeklng $10 5 b|II|on to help Egypt, Jordan and Turkey Japan has aIready promlsed a $1 b|II|on aid package

for multinational peacekeeping forces in Saudi Arabia, including food, water, vehicles and prefabricated housing for non-military uses. But critics in the United States

have said Japan should do more because its economy depends heavily on oil from the Middle East. Japan imports 99 percent of its oil. Japan's constitution bans the

use of force in settling international disputes and Japanese law restricts the military to Japanese territory, except for ceremonial occasions. On Monday, Saddam

offered developing nations free oil if they would send their tankers to pick it up. The first two countries to respond Tuesday _ the Philippines and Namibia _ said no.

Manila said it had already fulfilled its oil requirements, and Namibia said it would not ““sell its sovereignty" for Iragi oil. Venezuelan President Carlos Andres Perez

dismissed Saddam's offer of free oil as a ““propaganda ploy." Venezuela, an OPEC member, has led a drive among oil-producing nations to boost production to

make up for the shortfall caused by the loss of Iragi and Kuwaiti oil from the world market. Their oil makes up 20 percent of the world's oil reserves. Only Saudi Arabia

has higher reserves. But according

petroleum since U.N. sanctions were imposed five weeks ago And Romania, it said, expects to receive oil |nd|

States, Virgil Constantinescu, denied that claim Tuesday, calling it ® absolutely false and without foundation."
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Text Segmentation




Text Segmentation

Problem: divide text that has no given
structure into segments with similar content

Example applications:
o topic tracking in news (spoken news)

o Identification of topics in large, unstructured text
databases



Hearst Algorithm for Text Segmentation

Algorithm
o Initial segmentation
Divide a text into equal blocks of k words

o Similarity Computation

compute similarity between m blocks on the right and
the left of the candidate boundary

o Boundary Detection
place a boundary where similarity score reaches local
minimum
...the approach can be defined either as
optimization problem or as sliding window



Supervised Learning




Document Categorization Task

Given: set of documents labeled with content
categories

The goal: to build a model which would
automatically assign right content categories to
new unlabeled documents.

Content categories can be:
o unstructured (e.g., Reuters) or
o structured (e.g., Yahoo, DMoz, Medline)



‘ Document categorization

22?2 | unlabeled
Machine learning document

/ /
e (el

labeled documents |
document category |
(label)




Algorithms for learning document
classifiers

Popular algorithms for text categorization:
Support Vector Machines

Logistic Regression

Perceptron algorithm

Naive Bayesian classifier

Winnow algorithm

Nearest Neighbour

o 0o 0O 0O O 0O O



Example learning algorithm: Perceptron

Input:
set of documents D in the form of (e.g. TFIDF) numeric vectors

each document has label +1 (positive class) or -1 (negative class)
Output:

linear model w; (one weight per word from the vocabulary)
Algorithm:

Initialize the model w; by setting word weights to O
lterate through documents N times
o For document d from D

/I Using current model w; classify the document d

If sum(d,; *w;) >= 0 then classify document as positive
else classify document as negative

If document classification is wrong then

o /[ adjust weights of all words occurring in the document

O W, =W, +sign(true-class) * Beta (input parameter Beta>0)
o/l where sign(positive) = 1 and sign(negative) =-1



Measuring success — Model quality estimation
The truth, and

Precision( M,targetC) = P(targetC| targetC) —
..the whole truth

Recall(M,targetC) = P(targetCltargetC) —

Accuracy(M) = > P(C,)x Precision(M,C;)

(1+ 7 )Precision (M,targetC) x Recall(M,targetC)
B?Precision( M,targetC) + Recall(M,targetC)

F,(MtargetC) =

Classification accuracy
Break-even point (precision=recall)
F-measure (precision, recall)



Reuters dataset — Categorization to flat categories

Documents classified by editors into one or
more categories

Publicly available dataset of Reuters news
mainly from 1987:

o 120 categories giving the document content, such
as. earn, acquire, corn, rice, jobs, oilseeds, gold,
coffee, housing, income,...

...from 2000 is available new dataset of

830,000 Reuters documents available fo

research



Distribution of documents Reuters-21578)

Top 20 categories of Reuter news in 1987-91
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SVM, Perceptron & Winnow

text categorization performance on
Reuters-21578 with different representations

Comparison of algorithms

Break-even point
o
g1

Representation

O SVM B Perceptron O Winnow




Text Categorization into hierarchy of

categotries

There are several hierarchies (taxonomies) of
textual documents:

o Yahoo, DMoz, Medline, ...

Different people use different approaches:
o ...series of hierarchically organized classifiers
o ...set of independent classifiers just for leaves
o ...set of independent classifiers for all nodes



Yahoo! hierarchy (taxonomy)

human constructed hierarchy of
Web-documents

exists in several languages (we
use English)

easy to access and reqgularly
updated

captures most of the Web
topics

English version includes over
2M pages categorized into
50,000 categories

contains about 250Mb of
HTML files

— Arts and Humanites e
31,000

—=(_ Business and Economy -
330,000

——=(,_ Computers and Internet -
25,000

=

.

.
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Document to categorize:
CFP for CoNLL-2000

CALL FOR PAPERS

Fourth Computational Natural Language Learning Workshop

CoNLL-2000

I Lishon, September 14, 2000

hitp:/oo-wwwma, ac. bedconll 2000/

'| ColLL is the yearly workshop organized by SIGHLL, the Association for Computational Linguistics Special Interest Group ot MW atural
Language Learning,

I The meeting will be held m conjunction with ICGI-2000, the International Conference on Grammar Inference (hitp fivinciinesc pticg- 2000/
and the Learmng Language in Logic workshop (http fiwww Iri fif~cn/TIL-20000 n Lisbon on Thursday, September 14, 2000, and will feature
a shared task competition about learning of chunking. There will be joint sessions with ICGI-2000 and the LLL workshop on topics of common
interest. Previous ColNLL meetings were held in IMadnd, Sydney, and Bergen.

We mnvite subrmssions of abstracts on all aspects of computational natural language learming, including

* Computational models of human language acquistion
* Computational models of the onging and evolution of language
* Mlachine learning methods applied to natural language processing tasks (speech processing, phonology, morphology, syntax, semantics,
discourse processmg, language engineering applications)
o Symbolic learning methods (Bule Induction and Decision Tree Learning, Lazy Learning, Inductive Logic Programming, Analytical
Learning, Transformation-based Error-driven Learning)
o Biologically-inspired methods (Meural Networkes, Evolutionary Computing)
o Statistical methods (Bayesian Learming, HWI, masimum entropy, SHoW, Support Vector Machines )
o Eemforcement Learning
o Active learning, ensemble methods, meta-learning
* Computational Learning Theoty analyses of language learning
* Empinical and theoretical cotnparisons of language learning methods
* NModels of induction and analogy in Lingstics

A special session of the workcshop will be devoted to a shared task: the identification of phrases (syntactic constituents) with machine learmng
methods, a task called chunking, =
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lﬁS{\\ System architecture

Feature construction
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L J vectors of n-grams

Subproblem definition
Feature selection
Classifier construction
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mmm) Document Classifier mms)

unlabeled document document category (label)

labeled documents
(from Yahoo! hierarchy)




Content categories

For each content
category generate a
separate classifier that
predicts probability for a
new document to belong
to its category



Considering promising categories only
(classification by Naive Bayes)

Document is represented as a set of word sequences W
Each classifier has two distributions: P(W|pos), P(W|neg)
Promising category:

o calculated P(pos|Doc) is high meaning that the classifier has

P(W|pos)>0 for at least some W from the document (otherwise, the
prior probability is returned, P(neg) is about 0.90)



Summary of experimental results

Domain probability |rank |precision |recall
Entertain. |0,96 16 10.44 0.80
Arts 0.99 10 10.40 0.83
Computers |(0,98 12 10.40 0.84
Education [0 99 0.57 0.65
Reference |0.99 0.51 0.81




Active Learning




Active Learning

We use this methods Teacher |22 & Jhassive student
whenever hand-labeled labels
data are rare or expensive

i query _
to Obta'_n Teacher [* ;| active student
Interactive method
Requests only labeling of | | | label O —
“interesting” objects |
Much less human work
needed for the same

b}

result compared to gl Active student
arbitrary labeling E asking smart Passive student
examples 5 .. questions asking random

guestions

1 1 1 1
a A 48 =1s] 1@a 1z@

[=15]
number of questions



Some approaches to Active Learning

Uncertainty sampling (efficient)

o select example closest to the decision hyperplane (or the one with classification
probability closest to P=0.5) (Tong & Koller 2000 Stanford)

Maximum margin ratio change

o select example with the largest predicted impact on the margin size if selected (Tong &
Koller 2000 Stanford)

Monte Carlo Estimation of Error Reduction

o select example that reinforces our current beliefs (Roy & McCallum 2001, CMU)

Random sampling as baseline

Experimental evaluation (using F1-measure) of the four listed approaches shown
on three categories from Reuters-2000 dataset

o average over 10 random samples of 5000 training (out of 500k) and 10k testing (out of
300k) examples

o the last two methods are rather time consuming, thus we run them for including the first
50 unlabeled examples

o experiments show that active learning is especially useful for unbalanced data



F1

Reuters “ENERGY HARKETS" - 8,837

" Category with very unbalanced

[T class distribution having 2.7% of
T positive examples
Uncertainty seems to

outperform MarginRatio
Randon
Uncertainty
HCEER
| | | | | I I HargiqRatin

188 288 3688 488 568 688 7ae 868 988 1888

Sanples




[lustration ot Active learning

starting with one labeled example from each class (red
and blue)

select one example for labeling (green circle)

request label and add re-generate the model using the
extended labeled data

lllustration of linear SVM model using
arbitrary selection of unlabeled examples (random)

active learning selecting the most uncertain examples
(closest to the decision hyperplane)



-2

2 labeled

Uncertainty sampling
of unlabeled example




3 labeled




4 labeled




5 labeled




& labeled




9 labeled




18 labeled




28 labeled




38 labeled

+*
+*
+*
+*
*
+*
|
a




48 labeled

-

*
*
*
E
*
+%
|
]




58 labeled

-

*
+
+
-

* .
NN
|
a




68 labeled

- -

*
+
+
W
*
*
* * .
+4°
l
a




78 labeled

- -




88 labeled

- -




98 labeled

*
*
*
*
$* *a
*
*
P
*
* .
%




188 labeled

*
+*
*
* *
$* *a
*
+ . ¢+
g
»
* .
%




188 labeled

- -

4

++

+0
+ +++
. +
. +
+
-
++ *
+
+
+
i
* - +
PR S
. -
+ + +
ey
+ +
H +
U
+
+ +
+
N+
+
- +
+
+
. ¥
-

+ R
+ * +
+ * ++

-
+ +
+
*4
+
+

+

+
+
+
+
+
+
+
+
+
A
+
+
4+
* +
+
+
+
+ +




Unsupervised Learning




Document Clustering

Clustering Is a process of finding natural groups in
the data in a unsupervised way (no class labels are
pre-assigned to documents)

Key element is similarity measure

o In document clustering cosine similarity is most widely
used

Most popular clustering methods are:
o K-Means clustering (flat, hierarchical)
o Agglomerative hierarchical clustering
o EM (Gaussian Mixture)
Q



K-Means clustering algorithm

Given:

o set of documents (e.g. TFIDF vectors),
o distance measure (e.g. cosine)

o K (number of groups)

For each of K groups Iinitialize its centroid with a
random document

While not converging

o Each document is assigned to the nearest group
(represented by its centroid)

o For each group calculate new centroid (group mass point,
average document in the group)



Example of hierarchical clustering

(bisecting k-means)
0,1,2,3,4,5,6,7,8,9,10, 11

T
RV N AN
2NN
FASEVANE

/\

2 11



Latent Semantic Indexing

LS| Is a statistical technique that attempts to
estimate the hidden content structure within
documents:

0 ...it uses linear algebra technique Singular-Value-
Decomposition (SVD)

o ...it discovers statistically most significant co-
occurrences of terms



LSI Example

Original document-term mantrix
/ Rescaled document matrix,

d1 ld2 a3 1 da |as | ds / Reduced into two dimensions

cosmonaut 1 0 1 0 0 0 d1 d2 d3 da d5 d6
astronaut 0 1 0 0 0 0
Dim | - - - - - -
moon 141 40 10 10 10 1 1.62 | 0.60 | 0.04 | 0.97 |0.71 | 0.26
car 1 0 0 1 1 0 Dim | - - - 1.00 | 0.35 | 0.65
2 0.46 | 0.84 | 0.30
truck 0 0 0 1 0 1

dl d2 d3 d4 d5 dé

High correlation although

d2 and d3 don't share d1 | 1.00
any word —— |d2|o0s8 |1.00
d3 [ 0.4¢70.9 T).00

"
d4 |05 |[-0.2 |-0.6 |1.00

d5(07 (02 [-03 [0.9 |1.00
d6 {01 {-05{-09 {09 107 {1.00

Correlation matrix ——




Visualization




Why visualizing text?

...1o have a top level view of the topics in the
corpora

...to see relationships between the topics and
objects in the corpora

...to understand better what's going on in the
corpora

...to show highly structured nature of textual
contents in a simplified way

...to show main dimensions of highly dimensional
space of textual documents

...because it’s fun!



Example: Visualization ot PASCAL project research

topics (based on published papers abstracts)

theory natural language processing

/ /

N\

kernel methods muItimepIia
processing



...typical way of doing text visualization

By having text in the sparse vector Bag-of-Words
representation we usually perform so kind of
clustering algorithm identify structure which is then
mapped into 2D or 3D space (e.g. using MDS)

...other typical way of visualization of text is to find
frequent co-occurrences of words and phrases
which are visualized e.g. as graphs

Typical visualization scenarios:
a Visualization of document collections

o Visualization of search results
o Visualization of document timeline



Graph based visualization

The sketch of the algorithm:
1. Documents are transformed into the bag-of-words sparse-
vectors representation
Words in the vectors are weighted using TFIDF
2. K-Means clustering algorithm splits the documents into K
groups
Each group consists from similar documents
Documents are compared using cosine similarity
3. K groups form a graph:
Groups are nodes in graph; similar groups are linked
Each group is represented by characteristic keywords

2. Using simulated annealing draw a graph
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Ih‘; BagOfords-Graph-Yizualizer
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Graph based visualization of 1700 IST
project descriptions into 10 groups
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Bow data file: |C: YusersiM arkohprww TG ardentDepla Browse

Documents to cluster: [10000

Clusters to vizualize: |20
Cluster similarity sumn [%): {20
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Tiling based visualization

The sketch of the algorithm:
1. Documents are transformed into the bag-of-words sparse-
vectors representation
Words in the vectors are weighted using TFIDF
2. Hierarchical top-down two-wise K-Means clustering
algorithm builds a hierarchy of clusters

The hierarchy is an artificial equivalent of hierarchical subject
iIndex (Yahoo like)

3. The leaf nodes of the hierarchy (bottom level) are used to
visualize the documents
Each leaf is represented by characteristic keywords

Each hierarchical binary split splits recursively the rectangular
area into two sub-areas
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I__ BagOfWords-Paving-Yizualizer
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Tiling visualization (up to 50 documents per group)
of 1700 IST project descriptions (60 groups)
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WebSOM

Self-Organizing Maps for Internet Exploration

o ...algorithm that automatically organizes the documents
onto a two-dimensional grid so that related documents
appear close to each other

o ... based on Kohonen'’s Self-Organizing Maps
o Demo at http://websom.hut.fi/websom/



http://websom.hut.fi/websom/

WebSOM v1suahzat10n
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hn Explanation of the symbols on the map

acorn - comp.sys.acorn.hardware
amiga - comp.sys.amiga.hardware
booksEach white20 - rec.arts.books
cdrom - comp.publish.cdrom.hardware
compilers - comp.compilers

fuzzy - comp.ai.fuzzy

genefic - comp.ai.genetic

hp - comp.sys.hp.hardware

ol humor - rec.humor

lang.eiffel - comp.lang.eiffel
lang.ml - comp.lang.ml

*[linux - comp.os.linux.hardware
|lisp - comp.lang.lisp

lisp.mcl - comp.lang.lisp.mcl
mac - comp.sys.mac.hardware.misc

P
mac.storage - comp.sys.mac.hardware.storage

movies - movies

music - music

nt - comp.os.ms-windows.nt.setup.hardware
pc.cdrom - comp.sys.ibm.pc.hardware.cd-rom
pc.chips - comp.sys.ibm.pc.hardware.chips
pc.comm - comp.sys.ibm.pc.hardware.comm

1 pc.storage - comp.sys.ibm.pc.hardware.storage

pc.video - comp.sys.ibm.pc.hardware.video
philosophy - philosophy

plant - bionet.biology.plant

prolog - comp.lang.prolog

sci.lang - sci.lang

smalltalk - comp.lang.smalltalk




ThemeScape

Graphically displays images based on word
similarities and themes In text

Themes within the document spaces appear on the
computer screen as a relief map of natural terrain

o The mountains in indicate where themes are dominant -
valleys indicate weak themes

o Themes close in content will be close visually based on the
many relationships within the text spaces

o Algorithm is based on K-means clustering

http://www.pnl.gov/infoviz/technologies.html
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hemeScape Document visualization
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ThemeRiver
topic stream visualization

* The ThemeRIiver visualization
helps users identify time-related
patterns, trends, and relationships
across a large collection of
documents.

* The themes in the collection are
represented by a "river" that flows
left to right through time.

* The theme currents narrow or
widen to indicate changes in

,V.'" :
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point in time.

http://www.pnl.gov/infoviz/technologies.html
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‘ Kartoo.com — visualization of search results
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‘ SearchPoint — re-ranking of search results

{Z soap - Google Search - Windows Internet Explorer

@.\—_}; - |§, http:/fwww.ist-world.org/searchViz/Default. aspx V| 9| % |

File Edit View Favorites Tools Help

Googlc |Cv v | Go o@ § E‘ - ﬂ? Bookmarks+ Fl"a'Lﬂ‘,‘v @ 182 blocked ﬂ?ched{ + % Autolink v | BSend tov | Settingsv
e o ['_résoap—Google Search l l ﬁ B F;A v |k Page _‘3:1' Tools +

L

Web Images Video MNews Maps more»

=y Search Advanced Search Advanced Search
GO Lnge |SDEp | I l Preferences Preferences

Web Results 1 - 100 of about 142,000,000 for soap. (0,25 seconds)

(2) Soap (TV series) - Wikipedia, the free encyclopedia

The show was a weekly half-hour long primetime comedy and its format was similar to that of
a daytime soap opera. It aired for four seasons and 85 episodes, ..
http:/fen.wikipedia.org/wiki/Soap_(TV_series) - 13k - Cached - Similar pages

WEB_SERVIC
(28) Soap Opera Cenral ES
Soap Opera Central is the Internet’s most visited soap opera web site. |t features news,
gossip, and daily recaps of all ten soaps currently on the air.
http:/fwww._soapcentral.com/ - 13k - Cached - Similar pages

OBJECT
(26) SOAPnet.com - Today's Soap Operas Tonight
S0APRet, the new way to watch soaps, offers same-day episodes of popular soap operas at
night, inside access to soap stars and original pregramming. ... .
http://soapnet.go.com/ - 13k - Cached - Similar pages OPERA

(22) Soap Opera News and Updates at Soaps.com

Soaps.com is the only soap opera website with the most in depth daily updates, exclusive
soap star interviews, late-breaking news articles, lively message ...
http:/fwww_soaps.com/ - 13k - Cached - Similar pages

(12) Sorry

We're Sorry, we could not find requested page: http://www.develop.com/soap/. 2007
Education Experiences Inc. All rights reserved. | Terms of Use. .
http:/fwww_develop.com/soap/ - 13k - Cached - Similar pages

(49) Soap Opera Digest & Weekly Home Page

Think soap stars don't understand when fans go gaga over them? Think again! If you don't
believe us, check out this backstage exchange between BOLD AND .
http:/fwww_soapoperadigest.com/ - 13k - Cached - Similar pages
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TextArc — visualization of word occurrences
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‘ NewsMap — visualization of news articles
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‘ Document Atlas — visualization of
document collections and their structure

Document Atlas -- c:\user: \Demos\DocAtlas\prog\EntitiesInNews.VizlimeMap !
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Information Extraction

(slides borrowed from William Cohen’s Tutorial on IE)



Example: Extracting Job Openings from the Web

3 OPUS International. Inc.. an executive zearch firm focuging on the Food Science industry. - Microsoft Internet Ex

B Eel diew  Foserse 3 OPUS: Job Liztings - Microsoft Internet Explorer

- e File Edit iew Favortes Toolz Help

J Back Forwald Stop L —
I AR JohTitle: lce Cream Guru

dress hittp: v Foodscier
J IE i Black: Farisand Stop Refresh  Home Search  Favorite

inks AMEX Fewards Ti
J @ g J-"—"-E'deSS @ hitp: /v foodscience. comdobs_midwest. html#top
A J Links AMER Rewards ﬂTime @DagHause & My Yahaa!é’

JobCategory: Travel/Hospitality

foodscience.com-Job?2

—

ployer: foodscience.com

; g JobFunction: Food Services

Welcome Test Kitchen-

o e od redatiod #ODLOCatION: Upper Midwest

Site Map

About OPUS
makieindsiision Puecutive st Contact Phone: 800-488-2611
Job Hunt Hints
S— w DateExtracted: January 8, 2001
SCIENC e Fair Relp ;
frdustry Ass0cs. ESETT Source: www.foodscience.com/jobs_midwest.htm
FAQs Job Hunt Hirs
R Academic Links OtherCompanyJobs foodscience.com-Job1

Science Fair Help

Industry Assocs.
FAQs

Contact Ts

Site Map

End iCE gadsasa
will be basged in th
ar aboulf & vear.

Fifornia Here I come!
Requn’es a BS iy Food Science or
dairy, plus ice gream formulation
experience, Wil consider entry
Ievel with an P15 and an internship.
g-mait

1 800 AFF-2611

INTERNAT]S

About | Staff | Job!




Example: IE from Research Papers

/) A Critical Evaluation of Commensurable Abduction Models for Semantic Interpretation - Peker, Wi - Mic 10| =l
J File Edit \Wiew Favorites Tools  Help I
J ‘ABack + = - @ il | @Search [Fe] Favorites @Histor\; | %v =h -
J.ﬁ.gldress I@ http: ffcibeseer, nj, nec, com/peter20critizal bkl j |J Links **
A Critical Evaluation of Commensurable Abduction Models for P, L
Semantic Interpretation {1990) (Correct) (5 citations) e
Feter Morvig Robert Wilensky University of California, Berkeley Computer. .. Cached: P3.zz PS PDF DiVu Image Update Help

Thirteenth International Conference on Computational Lingustics, Volume 3
From: norvig comdresume (more)

NEC Rmnhl”.! Boolmark Context Eelated Home: EWiensky HPSeurch (Comec
(Enter summary) Rate this article; 1 2 2 4 5 (best)

Comment on this article

Abstract: this paper we critically evaluate three recent abhductive interpretation models, those of Charniak and Goldman
(195%; Hobbs, Stickel, I artin and Edwards (1985); and Ng and Mooney (1990). These three models add the important property of commensurability: all types of
evidence are represented in a conumon currency that can be compared and combined. While commensurability is a desirable property, and there is a clear need for a
way to compate alternate explanations, it appears that a single sealar measure is not enoagh to account for all types of processing, We present other problems for the
abductive approach, and some tentative solutions. (Update)

Context of citations to this paper: More

.. (hreak slight modification of the one given in [MNe and Mooney, 1990] The new definition remedies the anomaly reported in [Norviz and Wilensky, 1990] of
occasionally preferrving spurious interpretations of greater depths. Table 1: Empirical Results Comparing Coherence and...

... costs as probahilities, specifically within the context of using abduction for text interpretation, are discussed in Norvig and Wilensky (1990). The use of
abduction in disambiguation is discussed in Kay et al. 1990 We will assume the following: 13) a. Only literals..

Cited by: More

Translation Mismatch m a Hvbnd MT Swstem - Gawron (1%9%)  (Correct)
Abduction and Mizmatch m Machine Translation - Gawron (19980 (Correct)
Interpretation ag Abduction - Hobbsz, Stickel, Appelt, Iartin (12907 (Correct)

Active hibliography (related documenis): More All
21 Crboune Effective Decision Support in Time-Crtical Domams - Gerdner (1995)  (Correct)
.1 Decision Analytic Metworles m Artificial Intellicence - Mateeewich, Abramson (1225 (Correct)
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What 1s “Information Extraction”

As a task: | Filling slots in a database from sub-segments of text.

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source," said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.“

Richard Stallman, founder of the Free
Software Foundation, countered saying...
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What 1s “Information Extraction”

As a task: | Filling slots in a database from sub-segments of text.

October 14, 2002, 4:00 a.m. PT

For years, CEOQO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source," said Bill Veghte, a

VP. "That's a super-important shift
for us in terms of code access.“

Richard Stallman, founder of the
, countered saying...
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What 1s “Information Extraction”

As a family
of techniques:

Information Extraction =
segmentation

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy

of open-source software with Orwellian fervor,

denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source," said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.“

Richard Stallman, founder of the Free
Software Foundation, countered saying...
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Microsoft

Gates

Microsoft
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Microsoft
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Richard Stallman
founder

Free Software Foundation

aka “named entity
extraction”




‘ What 1s “Information Extraction’

)

As a family
of techniques:

Information Extraction =
segmentation + classification

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source," said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.*

Richard Stallman, founder of the Free
Software Foundation, countered saying...
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‘ What is “Information Extraction”

As a family
of techniques:

Information Extraction =
segmentation + classification + association

October 14, 2002, 4:00 a.m. PT

For years, Microsoft Corporation CEO Bill
Gates railed against the economic philosophy
of open-source software with Orwellian fervor,
denouncing its communal licensing as a
"cancer" that stifled technological innovation.

Today, Microsoft claims to "love" the open-
source concept, by which software code is
made public to encourage improvement and
development by outside programmers. Gates
himself says Microsoft will gladly disclose its
crown jewels--the coveted code behind the
Windows operating system--to select
customers.

"We can be open source. We love the concept
of shared source," said Bill Veghte, a
Microsoft VP. "That's a super-important shift
for us in terms of code access.*

Richard Stallman, founder of the Free
Software Foundation, countered saying...

Microsoft Corporation
CEO
Bill Gates

Microsoft
Gates

Microsoft

Bill Veghte
Microsoft
VP

Richard Stallman
founder
Free Software Foundation




What 1s “Information Extraction”

As a family [information Extraction =

of techmques: segmentation + classification + association + clustering
October 14, 2002, 4:00 a.m. PT
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‘ IE in Context

Create ontology

Spider

J Filter by relevance

Segment

Classitfy,
Associate
Cluster

Load DB

Train extraction models

Data mine

Label training data




Typical approaches to 1E

Hand-built rules/models for extraction
o ...usually extended regexp rules

o ...GATE system from U. Sheffield (http://gate.ac.uk/)

Machine learning used on manually labelled data:
o Classification problem on sliding window
...examples are taken from sliding window

...models classify short segments of text such as title,
name, institution, ...

...limitation of sliding window because it does not take
Into account sequential nature of text

o Training stochastic finite state machines (e.g. HMM)
...probabilistic reconstruction of parsing sequence



http://gate.ac.uk/

Link-Analysis

How to analyze graphs in the Web context?



What 1s Link Analysis?

Link Analysis is exploring associations between the objects

o ...most characteristic for the area is graph representation of the
data

o Category of graphs which attract recently the most interest are
the ones which are generated by some social process (social
networks) — this would include web

Synonyms for Link Analysis or at least very related areas are
Graph Mining, Network Analysis, Social Network Analysis

In the next slides we'll present some of the typical definitions,
iIdeas and algorithms



What 1s Power Law?

Power law describes relations between the
objects in the network

o ...itis very characteristic for the networks
generated within some kind of social process

o ...it describes scale invariance found in many
natural phenomena (including physics, biology,
sociology, economy and linguistics)

In Link Analysis we usually deal with power
law distributed graphs



Power-I.aw on the Web

In the context of Web the power-law appears in many cases:
Web pages sizes

Web page connectivity

Web connected components’ size
Web page access statistics

Web Browsing behavior

Formally, power law describing web page degrees are:

o O 0O O O

Pr(out-degree 1s k) o¢ 1/k%u
Pr(in-degree 1s k) o¢ 1/k“»

(This property has been preserved as the Web has grown)



In-degree (total, remote-only) distribution
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Out-degree (total, remote-only) distribution
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Small World Networks

Empirical observation for the Web-Graph is

that the diameter of the Web-Graph is small

relative to the size of the network

o ...this property is called “Small World”

o ...formally, small-world networks have diameter
exponentially smaller then the size

By simulation it was shown that for the Web-

size of 1B pages the diameter is approx. 19

steps

o ...empirical studies confirmed the findings



Example of Small World:

project collaboration network

The network represents collaboration between institutions on
projects funded by European Union

o ...there are 7886 organizations collaborating on 2786 projects

o ...in the network, each node is an organization, two organizations
are connected if they collaborate on at least one project

Small world properties of the collaboration network:
o Main connected part of the network contains 94% of the nodes

o Max distance between any two organizations is 7 steps ...
meaning that any organization can be reached in up to 7 steps
from any other organization

o Average distance between any two organizations is 3.15 steps
(with standard deviation 0.38)

o 38% (2770) of organizations have avg. distance 3 or less



Connectedness of the most connected institution

« 1856 collaborations
e avg. distance is 1.95
e max. distance is 4




Connectedness of semi connected institution

e 179 collaborations
I e avg. distance Is 2.42
’/ e max. distance is 4
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Structure of the Web — “Bow Tie” model

In November 1999 large scale study using
AltaVista crawls in the size of over 200M

nodes and 1.5B links reported “bow tie”
structure of web links

o ...we suspect, because of the scale free nature of
the Web, this structure is still preserved



Tendrils

/44 million llDdCS\
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Disconnected components
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Modeling the Web Growth

Links/Edges in the Web-Graph are not
created at random
o ...probability that a new page gets attached to

one of the more popular pages is higher then to a
one of the less popular pages

o Intuition: “rich gets richer” or “winners takes all’

o Simple algorithm “Preferential Attachment Model”
(Barabasi, Albert) efficiently simulates Web-
Growth



“Preferential Attachment Model” Algorithm

M, vertices (pages) at time O

At each time step new vertex (page) is generated
with ms M, edges to m random vertices

o ...probability for selection a vertex for the edge is
proportional to its degree

...after t time steps, the network has M+t vertices
(pages) and mt edges

o ...probability that a vertex has connectivity k follows the
power-law



Estimating importance of the web pages

Two main approaches, both based on
eigenvector decomposition of the graph
adjacency matrix

o Hubs and Authorities (HITS)
o PageRank — used by Google




Hubs and Authorities

Intuition behind HITS is that each web page has two
natures:

o ...being good content page (authority weight)

o ...being good hub (hub weight)

...and the idea behind the algorithm:

o ...good authority page is pointed to by good hub pages
2 ...good hub page is pointing to good authority pages



Hubs and Authorities

(Kleinberg 1998)

“Hubs and authorities
exhibit what could be
called a mutually
reinforcing relationship”

Iterative relaxation:
Hub(p) = > Authority (q)

q4-p—q

Authority (p) = Z Hub (q)

4-9—p

Hubs Authorities



Semantic-Web

How semantics fits into the picture?



What is Semantic Web? (informal)

Informal statements:

o “...if the ordinary web is mainly for computer-to-human
communication, then the semantic web aims primarily at
computer-to-computer communication

o The idea is to establish infrastructure for dealing with
common vocabularies

o The goal is to overcome surface syntax representation of the
data and deal with the “semantics” of the data
...as an example, one should be able to make a “semantic link”
from a database column with the name “ZIP-Code” and a GUI

form with a “ZIP” field since they actually mean the same — they
both describe the same abstract concept

o Semantic Web is mainly about integration and
standards!



What 1s Semantic Web? (formal)

Formal statement (from
http://www.w3.0rg/2001/sw/):

o “The Semantic Web provides a common
framework that allows data to be shared and
reused across application, enterprise, and
community boundaries.”

o “ltis a collaborative effort led by W3C with

participation from a large number of researchers
and industrial partners.”



http://www.w3.org/2001/sw/

What is the link between Text-Mining,
Link Analysis and Semantic Web?

Text-Mining, Link-Analysis and other analytic
techniques deal mainly with extracting and
aggregating the information from raw data

o ...they maximize the quality of extracted information
Semantic Web, on the other hand, deals mainly

with the integration and representation of the given
data

o ...it maximizes reusability of the given information

Both areas are very much complementary and
necessary for operational information engineering



Semantic Web

Ontologies
(formalization ot semantics)




Ontologies — central objects in SW

Ontologies are central formal objects within
Semantic Web

o Ontologies have origin in philosophy, but within computer
science they represent a data model that represents a
domain and is used to reason about the objects in that
domain and the relations between them

o ...their main aim is to describe and represent an area of
knowledge in a formal way

o Most of the Semantic Web standards/languages (XML,
RDF, OWL) are concerned with some level of ontological
representation of the knowledge



What 1s an ontology?

machine
processable

Formal, <<

concepts, properties,
relations, functions

explicit specification, <

of a Consensual
shared knowledge

Abstract model of
some domain

conceptualisation. <

Frank.van Harmelen 2003: http://seminars.ijs.si/sekt



Which elements represent an ontology?

An ontology typically consists of the following elements:

a

a

a

Instances — the basic or “ground level” objects
Classes — sets, collections, or types of objects

Attributes — properties, features, characteristics, or parameters
that objects can have and share

Relations — ways that objects can be related to one another

Analogies between ontologies and relational databases:

a

Instances correspond to records

o Classes correspond to tables
o Attributes correspond to record fields
o Relations correspond to relations between the tables



Semantic Web

Semantic Web Languages
(XML, RDF, OWL)




Which levels Semantic Web 1s dealing with?

= The famous “Semantic
Web Layer Cake” shows
representation levels and

related technologies | Proof |

Higher level of representation _
and reasoning / RUIeS/Query
| omooy |

[
—>

Infrastructure

|
I

Different Levels of

Semantic Abstraction \

Addressing |
the information ———— URI/IR]

Character Level Encoding _—



Stack of Semantic Web Languages

= XML (eXtended Markup Language)
o Surface syntax, no semantics

= XML Schema
o Describes structure of XML documents

= RDF (Resource Description Framework)
o Datamodel for “relations” between “things”

= RDF Schema
o RDF Vocabulary Definition Language

= OWL (Web Ontology Language)

o A more expressive

Vocabulary Definition Language |G L

Rules/Query

Frank.van Harmelen 2003: http://seminars.ijs.si/sekt



Bluffer’s guide to RDF (1/2)
m Object ->Attribute-> Value triples

m Objects are web-resources

= Value Is again an Object:
o triples can be linked
o data-model = graph

Frank.van Harmelen 2003: http://seminars.ijs.si/sekt



Bluffer’s guide to RDF (2/2)

s Every identifier is a URL
= world-wide unigue naming!

s Has XML syntax

<rdf:Description rdf:about="#pers05”>
<authorOf>ISBN...</authorOf>
< /rdf:Description>

= Any statement can be an object
o ...graphs can be nested

claims
@ =@ (_ISBN...

Frank.van Harmelen 2003: http://seminars.ijs.si/sekt




OWIL Layers

OWL Lite:

Classification hierarchy
Simple constraints

OWL DL:

Maximal expressiveness
While maintaining tractability
Standard formalisation

OWL Full:

Very high expressiveness
Loosing tractability
Non-standard formalisation

All syntactic freedom of RDF
(self-modifying)

Frank.van Harmelen 2003: http://seminars.ijs.si/sekt



Semantic Web

OntoGen system
(example of ontology learning)




Ontology learning

Ontology learning task aims at extracting structure in
the given data and save the structure in the form of
an ontology

Two systems for ontology learning from documents:

o OntoGen (http://ontogen.i|s.si)

...extracts the structure by using machine learning techniques
(clustering, active learning, visualization, ...)

o Text20nto (http://ontoware.org/projects/text2onto/)
...extracts the structure from text by using linguistic patterns



http://ontogen.ijs.si/
http://ontoware.org/projects/text2onto/

OntoGen — main scenarios using

Given a corpus of documents a user can interactively...

o ...construct new classes by
...Clustering of documents into topics and subtopics
...active learning when user wants to extract structure
...selecting data on visualized map of documents
...mapping proposed concepts to existing ontologies

o ...populate new documents into an ontology by
...by categorization of documents into hierarchy

o ...summarize ontology by
...keyword extraction techniques
...visualization of the structure

o ...save constructed ontology as
Semantic Web formalism (RDF, OWL, Prolog)
statistical model



‘ OntoGen — main scenario

= Given a text corpus, construct semi-automatically a taxonomic
ontology where each of the documents belongs to a certain class

Concept A Concept B

Blaz Fortuna et al, HCII2007



‘ OntoGen — main screen

o~ OntoGen -- Text Garden

File

Concepts
New Mowve Delete

] Companies
i Naturalvvesources
- AERETe
i ] Manufacturing
£ Retail
£ Finances
- Insurance

] Banking

Ontology details

Ontology visualization | Concept's documents Concept Visualization

Concept font size: Relation font size

Concept
hierarchy

oo -

Keywords

[ services, wircless, netwarlk

[ software, solutions, management
[ network, data. systems

|:| services, management, informating

OntoGen news:

Concept properties

Suggest k-Means =~ | Query | Add Replace Prune

No. suggestions: Docs: (2 Ml O Unused

No.d.. [%]
503 28

21
243 14
645 37

List of suggested
sub-concepts

o R |

|
Ontology
visualization

Services

Natural
resources

Selected

con

cept

Blaz Fortuna et al, HCII2007



‘ Ontology construction from content

visualization

= Documents are
visualized as points on
2D map

o The distance between
two instances on the
map correspond to their
content similarity

o Characteristic
keywords are shown for
all parts of the map

= User can select groups
of instances on the
map to create sub-
concepts
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Semantic Web
Cyc system
(example of deep reasoning)




Cyc ...a little bit of historical context

Older Al-ers know about Cyc:

o ...one of the boldest attempts in Al history to encode common sense
knowledge in one KB

o The project started in 1984 at Stanford as US response to Japan’s project
on “5t Generation Computer Systems”

o In 1994 the company Cycorp was established (in Austin, TX)

o In 2005 Cyc KB gets opened and available for research
OpenCyc (http://www.opencyc.org/)
ResearchCyc (hitp://research.cyc.com/)

o In 2006 Cyc-Europe was established (in Ljubljana, Slovenia)

o Till 2006 ~$80M was spent into the KB


http://www.opencyc.org/
http://research.cyc.com/

The Cyc Ontology
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...part of Cyc Ontology on Human Beings




Structure of Cyc Ontology

Knowledge
Base
Layers

Upper Ontology: Abstract Concepts

Domain-Specific Theories

Facts: Instances

Core Theories: Space, Time, Causality, ...




Structure of Cyc Ontology

Knowledge
Base
Layers

Upper Ontology: Abstract Concepts

EVENT c TEMPORAL-THING c INDIVIDUAL c THING




Structure of Cyc Ontology

Knowledge
Base
Layers

Upper Ontology: Abstract Concepts

EVENT c TEMPORAL-THING c INDIVIDUAL c THING

Core Theories: Space, Time, Causality, ...

For all events a and b, a causes b
implies a precedes b




Structure of Cyc Ontology

Upper Ontology: Abstract Concepts
EVENT c TEMPORAL-THING c INDIVIDUAL c THING

gla!:;vledge Core Theories: Space, Time, Causality, ...
Layers For all events a and b, a causes b
implies a precedes b

Domain-Specific Theories

For any mammal m and any anthrax bacteria q,
m’s being exposed to a causes m to be infected by
a.




‘ Structure of Cyc Ontology

Upper Ontology: Abstract Concepts
EVENT c TEMPORAL-THING c INDIVIDUAL c THING

gla!:;vledge Core Theories: Space, Time, Causality, ...
Layers For all events a and b, a causes b
implies a precedes b

Domain-Specific Theories

For any mammal m and any anthrax bacteria q,
m'’s being exposed to a causes m to be infected
by a.

Facts: Instances

John is a person infected by
anthrax.




Cyc KB Extended w/Domain Knowledge

lufauglada ey
| EITY]

General Knowledge about Terrorism:

Terrorist groups are capable of directing assassinations:
(implies
(isa ?7GROUP TerroristGroup)
(behaviorCapable 7?GROUP AssassinatingSomeone directingAgent))

If a terrorist group considers an agent an enemy, that agent is vulnerable to an attack by that group:
(implies
(and
(isa ?GROUP TerroristGroup)
(considersAsEnemy ?GROUP ?TARGET))
(vulnerableTo 7GROUP ?TARGET TerroristAttack))

i i Buildings & Electrical Literature Language Relations, ki lrbid ol L o o - b Ty
/ Solar Syste Weapons Devi Works of Art Culture v Activities & Logistics Communication Living Organizations

General Knowledge about Terrorism

Specific data, facts, and observations
about terrorist groups and activities




Cyc KB Extended w/Domain Knowledge
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Specific Facts about Al Qaida:

(basedInRegion AlQaida Afghanistan) Al-Qaida is based in Afghanistan.
(hasBeliefSystems AlQaida IslamicFundamentalistBeliefs) Al-Qaida has Islamic fundamentalist beliefs.
(hasLeaders AlQaida OsamaBinLaden) Al-Qaida is led by Osama bin Laden.

éffiliatedWith AlQaida AlQudsMosqueOrganization) Al-Qaida is affiliated with the Al Quds Mosque.
(affiliatedWith AlQaida SudaneselntelligenceService) Al-Qaida is affiliated with the Sudanese Intell Service

(s.ponsors AlQaida HarakatUIAnsar) Al-Qaida sponsors Harakat ul-Ansar.
(sponsors AlQaida LaskarJihad) Al-Qaida sponsors Laskar Jihad.

ib.erformedBy EmbassyBombingInNairobi AlQaida) Al-Qaida bombed the Embassy in Nairobi.
(performedBy EmbassyBombinginTanzania AlQaida) Al-Qaida bombed the Embassy in Tanzania.

General Knowledge about Terrorism

Specific data, facts, and observations
about terrorist groups and activities




An example of Psychoanalyst’s Cyc taxonomic context

LE 11

#$Psychoanalyst (lexical representation: “psychoanalyst”, “psychoanalysts”)
specialization-of #3MedicalCareProfessional
| specialization-of #$HealthProfessional
| specialization-of #$Professional-Adult
| specialization-of #$Professional
specialization-of #8Psychologist
specialization-of #$Scientist
specialization-of #3Researcher
specialization-of #$PersonWithOccupation
| specialization-of #$Person
| | specialization-of #3HomoSapiens
| | | instance-of #$BiologicalSpecies
| | | | specialization-of #$BiologicalTaxon
| | | instance-of #3SomeSampleKindsOfMammal-Biology-Topic
specialization-of #8AdultAnimal
| specialization-of #3Animal
| | specialization-of #3SolidTangibleThing
| | instance-of #$StatesOfMatter-Material-Topic
specialization-of (#$GraduateFn #$University)
specialization-of (#$Graduate #$DegreeGrantingHigherEducationInstitution)
specialization-of #3Counselor-Psychological



Example Vocabulary: Senses of ‘In’ relation (1/3)
Can the inner object leave by passing

between members of the outer group?
- 'Yes -- Try #$in-Among

Cycorp © 2006



Example Vocabulary: Senses of ‘In’ relation (2/3)

= Does part of the inner object

stick out of the container? o If the container were

turned around could
the contained object
fall out?

- Yes -- Try
#$in-ContOpen

aNone of it. -- Try
#$in-ContCompletely

aYes--Try
#$in-ContPartially

a2 No --Try
#%in-ContClosed




Example Vocabulary: Senses of ‘In’ relation (3/3)

Is it attached to the

inside of the outer object?

— Yes -- Try Can it be removed by pulling, if
enough force is used, without
damaging either object?

— No -- Try #$in-Snugly

or #$screwedin

#$connectedTolnside

Does the inner object

stick into the outer object?
-Yes — Try

#$sticksinto

Cycorp © 2006



Cyc Analytical Environment: General Intelligence Analysis using the CAE r.—

oo e  Cycsfront-end: “Cyc Analytic Environment” — querying (1/2)
[ TaskiInfo | DocumentSearch | Caneepts | Related-to Query Creator | Queries | /

S | Ena | }| WHO had a motive for the assassination of Hariri.

Caontinue

Search Results 5 \
¥ Cyc Guery Library :

B Cverviews ;

¥ Freformed Exarnples Text query

» Example Hezhollah Queries
Actions by Specific Terrorist Groups
Suppart farfty Terrarist Groups
Terrarist Group MembershipiLeadership
Terrorist Acts in a Specific Region
Terrorist Group Areas of Operation
Terrorist Group Tactics
Terrarist Graup Subarganizations
Casualties in Terrorist Attacks
Affiliations with Terrorist Agents
Terrarist Group Idealagies
Terrorist Attack Targets
Weapons Uselia Eazaucini
@7 bormhings after 2000 and hefo

[»

Save

Mew Tab

Reset

Query (semi) automatically
translated in the
First Order Logic

G answers
Timed out

Allow speculation?

4Y Y Yy Y Y YYVYYYY

Bnswers (5] |

Answer \ Speculation Level Sources

Bashar al-Azsad \ Mi Speculation W ChH
Syria Mildly Speculative m _J“
al Qaeda Moderately Speculative % ﬂr M_Ai

United States, the Mo Speculation é]g. 2

bat used pipe homhs.

-

Who hag a maotive for the asgassination of Rafik Hariri?
hgoations of Terrarist Aftacks
. vicide bombings accurred inwhat cities in 2003
¥ Responsibiliy Sl
Listthe known hambings in which the performer has claimed responsibility.

¥ Statistical

What percentage of bombings in Morthern Ireland were committed by the IRA?

Between March and April 2002, in Colombia, what percentage of kidnapping attacks

directed at public officials were perpetrated by FARC?

For each major attack type, what is the ratio of Hamas attacks that are ofthat type?

What percentage of kidnappings in lsrael were perpetrated by Hamas?

What percentage of Al Qaida bomhbings are suicide hambings?

Listthe ratio of suicide bombings to regular bombings by terrorist groups that operate in

Afghanistan.

Listthe Islamic Jihad organization with the hinhest total wounded in their attacks.

Which group perpetrated the largest hostage-taking in Europe?

Listthe terrorist group that operates out of Pakistan that has the highest casualty count.

Whatwas the deadliest suicide attack? Answers to the quel’y

Israel Mo Speculation 452

Whatis the shortest length oftime between events perfarmed by suborganizations of
Hezhallah?
What iz the longest duration of time between events performed by suborganizations of
Hezbollah?
What Islamic Jihad Organization killed the most people?
What is the ratio of Hamas attacks that target buildings that are perfarmed in Israel?
Whatis the number of people killed in terrorist attacks in Syria?
What percentage of the suicide attacks in Israel are performed by Hamas?
Give the tatal number of people waounded in attacks by the terrarist group People Against
Gangsterism And Drugs.
Whatis the number of suicide bomhbings that occur in Beirut?

» January 2006 Analyst Session

» Links hetween entities

» AKB-SME research

s | Daen

Status: Finished Message: Mo apprapriate visualizations found




£ Cyc Analytical Environment: General Intelligence Analysis using the CAE
File Edit Tools Help

[ Taskinfo | DocumentSearch | Congepts | Related-to Query Creator | Queries | Justification | Justification | Justification |

CIE
aare Cyc's front-end: “Cyc Analytic Environment” — justification (2/2)

@ ‘Prnnf’l

|v| Save... | Copy

¥ Query: Who or what had a motive for the assassination of Harii?

¥ Because:

1

zince 2000, Lebanon has been responsible for according with Lebanese econotnic reform

P

February 14, 2005 was the date of the agsassination of Harin,

A,
<

Rafik Hariri was killed during the assassination of Hariri,
Rafik Hartiri is an advocate of Lebanese econotnic reforn.

Justification

Al Qaeda opposes Lebanese economic reform.

¥ Detailed Justification:
» Al Qaeda had a motive for the assassination of Hariri.
¥ External Sources:

| /

Gary C. Garnbill, "Dossier: Rafiq Hariri", Uhited States Cormittee for a Free Lebamon, July 2001, hitp.fwarw. treib. orgfarticles/0107_1d1 htrn
.

"Huge tlast killz Lebanese ex-PLI", the Cable Maws Metwork, February 14, 2005, hitpwarw. con, cotn/2 005 W ORLDvimeast /0271 4/betrat. explosion, 1910/

Answer: al Qaeda < Query & AnSWer

¥ Optiohs

¥ Options

Sources for
Reasoning and
Justification

a

4]




Semantic Web

Web X.X versions
(past and current trends)




The beautiful world of Web X. X versions
(...a trial to put all of them on one slide)

Description Technologies

Web 1.0 Static HTML pages HTML, HTTP
(web as we first learned it)

Web 1.5 Dynamic HTML content Client side (JavaScript, DHTML,
(web as we know it) Flash, ...), server side (CGl, PHP,

Perl, ASP/.NET, JSP, ...)

Web 2.0 Integration on all levels, weblogs, social bookmarking, social
collaboration, sharing tagging, wikis, podcasts, RSS feeds,
vocabularies many-to-many publishing, web
(web as it is being sold) services, ...

URI, XML, RDF, OWL, ...
Web 3.0 ...adding meaning to Closest area of a research would be

semantics - Al dream revival
(web as we would need it)

“common sense reasoning” and the

“Cyc system”
(http://www.nytimes.com/2006/11/12/business/12
web.html?ref=business)



http://www.nytimes.com/2006/11/12/business/12web.html?ref=business
http://www.nytimes.com/2006/11/12/business/12web.html?ref=business

Web 2.0 —1s there any new quality?

= With “Web 2.0” the Web
community became
really aware of the
importance of the global | e
collaborative work

o ...next step in the
globalization of the Web

o Bottom-up “social

The Long Tail

= Affiliation
COSTFERCLICE

LIVELINESS

=enric GSS Design

networklng” seems to DataDriven fﬁ}r;bwgi;rl:é;;as
nicely complement the ALl
traditional top-down
SC h e m a d eS i g n V I . f W b 2 O ' I HHI-:ZI.I':'-.Hr-JIZ'EFiHEIEFi @ rrerTo.0E @
Isualization of Web 2.0 typical vocabulary
approaches (http://en.wikipedia.org/wiki/Image:Web20 en.pnqg)



http://en.wikipedia.org/wiki/Image:Web20_en.png

‘Web 2.0 — the current hype!

Google search volume of “data mining” vs. “Web 2.0” vs. “semantic web”
(http://www.google.com/trends?g=data+mining%2C+semantictweb%2C+web+2.0)

-

: | I
GOOS& data mining, semantic web, web 2.0 Search Trends

Trends Tip: You can compare searches by separating with commas

Trend history

® data mining @ semantic web @ web 2.0

Search valume Google Trends

2004
I I I I

News refarance volume



http://www.google.com/trends?q=data+mining%2C+semantic+web%2C+web+2.0

What about Web 4.0? ©

Citation from some blog:

0 “...Web 4.0 is the impending state at which all
Information converges into a great ball of
benevolent self-aware light, and solves every

problem from world peace to ..."
http://blogs.intel.com/it/2006/11/web 40 a new hype.html

Ultimate stage in web development...

o ...will prevent Web 5.0 to happen since everything
will be resolved already by Web 4.0.



http://blogs.intel.com/it/2006/11/web_40_a_new_hype.html

Wrap-up

...what did we learn and where to continue?



References to some Text-Mining & Link Analysis Books
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References to some Semantic Web Books

john Davves, Rudi Studer, Paul Warren

A Semantic Web Primer

Grigoris Antoniou and Frank van Harmelen

Soling Problems with the Resotivce Descrpticor Frameueonk

Practical

trends and ressarch in ontology based systerms
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‘ Reterences to the main conferences

= Information Retrieval.

o SIGIR, ECIR
s Machine Learning/Data Mining:

o ICML, ECML/PKDD, KDD, ICDM, SDM
s Computational Linguistics:

o ACL, EACL, NAACL

s Semantic Web:
o ISWC, ESWS




References to some of the Text-Mining & Link
Analysis workshops at KDD, ICDM, ICML and
[JCAI conferences (available online)

ICML-1999 Workshop on Machine Learning in Text Data Analysis (TextML-1999)
(http://wwwe-ai.ijs.si/DunjaMladenic/ICML99/TLWsh99.html), Bled 1999

KDD-2000 Workshop on Text Mining (TextKDD-2000)
(http://www.cs.cmu.edu/~dunja/WshKDD2000.html), Boston 2000

ICDM-2001 Workshop on Text Mining (TextKDD-2001) (http://www-
al.ijs.si/DunjaMladenic/TextDMO01/), San Jose 2001

ICML-2002 Workshop on Text Learning (TextML-2002) (http://\www-
al.ijs.si/DunjaMladenic/TextML02/), Sydney 2002

IJCAI-2003 Workshop on Text-Mining and Link-Analysis (TextLink-2003)
(http://www.cs.cmu.edu/~dunja/TextLink2003/), Acapulco 2003

KDD-2003 Workshop on Workshop on Link Analysis for Detecting Complex Behavior
(LinkkDD2003) (http://www.cs.cmu.edu/~dunja/LinkKDD2003/), Washington DC 2003

KDD-2004 Workshop on Workshop on Link Analysis and Group Detection
(LinkkDD2004) (http://www.cs.cmu.edu/~dunja/LinkKDD2004/), Seattle 2004

KDD-2005 Workshop on Link Discovery: Issues, Approaches and Applications
(LinkKDD-2005) (http://www.isi.edu/LinkKDD-05/), Chicago 2005

KDD-2006 Workshop on Link Analysis: Dynamics and Statics of Large Networks
(LinkKDD 2006) (http://kt.ijs.si/Dunja/LinkKDD2006/), Philadelphia 2006

IJCAI-2007 Workshop on Text-Mining & Link-Analysis (TextLink 2007)
(http://kt.ijs.si/dunja/textlink2007/), Hyderabad 2007



http://www-ai.ijs.si/DunjaMladenic/ICML99/TLWsh99.html
http://www-ai.ijs.si/DunjaMladenic/ICML99/TLWsh99.html
http://www-ai.ijs.si/DunjaMladenic/ICML99/TLWsh99.html
http://www.cs.cmu.edu/~dunja/WshKDD2000.html
http://www-ai.ijs.si/DunjaMladenic/TextDM01/
http://www-ai.ijs.si/DunjaMladenic/TextDM01/
http://www-ai.ijs.si/DunjaMladenic/TextDM01/
http://www-ai.ijs.si/DunjaMladenic/TextML02/
http://www-ai.ijs.si/DunjaMladenic/TextML02/
http://www-ai.ijs.si/DunjaMladenic/TextML02/
http://www.cs.cmu.edu/~dunja/TextLink2003/
http://www.cs.cmu.edu/~dunja/LinkKDD2003/
http://www.cs.cmu.edu/~dunja/LinkKDD2004/
http://www.isi.edu/LinkKDD-05/
http://www.isi.edu/LinkKDD-05/
http://www.isi.edu/LinkKDD-05/
http://kt.ijs.si/Dunja/LinkKDD2006/
http://kt.ijs.si/dunja/textlink2007/

‘ References to video content

Many scientific events are
recorded and freely
available from
http://videolectures.net/

o ...videos categorized by a
subject
http://videolectures.net/To
p/Computer Science/

(= VideoLectures - exchangs ideas & share knowledge - Windows Internet Explores - x
@ 3 v P et Misclectrer. et/ Vit X R
Be Eot Yew Foootes Jook Heb

Cougle (G~ v ool v 12 toooretsy S99, [Botoded W heck v 4 Lockfor Mo v » ) setargse
W00 Wdeslechres - exchange dean B Fere inaetedge B 1) S rior-DTok- "

<

1

Lol | Reginter | I [}
'MIDEOLECTURES.net l (o)

98 evants, 1446 authors, 1647 lectures, 2504 videos
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Arts (22)

Business (13)
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taxonomies, authors of each lecture can now edt the Society (21)

Katad J ) abstract, prowded that they login to the ste with the
Model assessment s one of the most orudal same o-mail address as given in tha author's page... FEATURED VIDEQ:  moiw
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http://videolectures.net/
http://videolectures.net/Top/Computer_Science/
http://videolectures.net/Top/Computer_Science/

Some of the Products

Authonomy

ClearForest

Megaputer

SAS - Enterprise-Miner

SPSS - Clementine, LexiQuest
Oracle — ConText

IBM - Intelligent Miner for Text, UIMA
Microsoft — SQL Server



Major Databases & Text-Mining

Oracle — includes some functionality within the
database engine (e.g. classification with SVM,
clustering, ...)

IBM DB2 — text mining appears as a database

extender accessible through several SQL functions

o ...alot of functionality is included in WebFountain and
UIMA environments

Microsoft SQL Server — text processing is available

as a preprocessing stage in Data-Transformation

Services module



Final Remarks

In the future we can expect stronger integration and
bigger overlap between Text-Mining, Information-
Retrieval, Natural-Language-Processing and
Semantic-Web...

...the technology and solutions will try to capture
deeper semantics within the text

...Integration of various data sources (where text
and graphs are just two of the modalities) is
becoming increasingly important.



